Fluorescence lifetime imaging microscopy of *Chlamydomonas reinhardtii*: non-photochemical quenching mutants and the effect of photosynthetic inhibitors on the slow chlorophyll fluorescence transient
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Summary

Fluorescence lifetime-resolved images of chlorophyll fluorescence were acquired at the maximum P-level and during the slower transient (up to 250 s, including P-S-M-T) in the green photosynthetic alga *Chlamydomonas reinhardtii*. At the P-level, wild type and the violaxanthin-accumulating mutant npq1 show similar fluorescence intensity and fluorescence lifetime-resolved images. The zeaxanthin-accumulating mutant npq2 displays reduced fluorescence intensity at the P-level (about 25–35% less) and corresponding lifetime-resolved frequency domain phase and modulation values compared to wild type/npq1. A two-component analysis of possible lifetime compositions shows that the reduction of the fluorescence intensity can be interpreted as an increase in the fraction of a short lifetime component. This supports the important photoprotection function of zeaxanthin in photosynthetic samples, and is consistent with the notion of a ‘dimmer switch’. Similar, but quantitatively different, behaviour was observed in the intensity and fluorescence lifetime-resolved imaging measurements for cells that were treated with the electron transport inhibitor 3-((3,4-dichlorophenyl)-1,1-dimethyl urea, the efficient PSI electron acceptor methyl viologen and the protonophore nigericin and. Lower fluorescence intensities and lifetimes were observed for all npq2 mutant samples at the P-level and during the slow fluorescence transient, compared to wild type and the npq1 mutant.

The fluorescence lifetime-resolved measurements during the slow fluorescence changes after the P level up to 250 s for the wild type and the two mutants, in the presence and absence of the above inhibitors, were analyzed with a graphical procedure (polar plots) to determine lifetime compositions. At higher illumination intensity, wild type and npq1 cells show a rise in fluorescence intensity and corresponding rise in the species concentration of the slow lifetime component after the initial decrease following the P level. This reversal is absent in the npq2 mutant, and for all samples in the presence of the inhibitors. Lifetime heterogeneities were observed in experiments averaged over multiple cells as well as within single cells, and these were followed over time. Cells in the resting state (induced by several hours of darkness), instead of the normal swimming state, show shortened lifetimes. The above
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results are discussed in terms of a superposition of effects on electron transfer and protonation rates, on the so-called ‘State Transitions’, and on non-photochemical quenching. Our data indicate two major populations of chlorophyll a molecules, defined by two ‘lifetime pools’ centred on slower and faster fluorescence lifetimes.

1. Introduction

Photosynthetic organisms adapt to changes in environmental conditions in order to optimize their photosynthetic activity and minimize damage due to stress. Damaging reactive molecular species produced during excessive light intensity can be avoided by dissipating potentially harmful excess absorbed energy as heat. Non-photochemical quenching (NPQ) of chlorophyll (Chl) a fluorescence is a ubiquitous photoprotective mechanism in photosystems (PS) II, described in recent reviews (Gilmore & Govindjee, 1999; Horton et al., 2000; Müller et al., 2001; Govindjee & Seufferheld, 2002; Demmig-Adams et al., 2006). These mechanisms take place over an extended time period, and involve several phases of photosynthesis.

Chlorophyll fluorescence lifetime measurements during the fluorescence transient were measured earlier in the green alga Chlorella pyrenoidosa (Briantais et al., 1972) and plant leaves (Malkin et al., 1980). Detailed studies with plant leaves and other photosynthetic systems were recently published (Malkin et al., 1980; Moise & Moya, 2004a, b).

Imaging fluorescence intensity of photosynthetic systems has been extensively carried out (Nedbal & Witmarsh, 2004; Oxborough, 2004a, b). However, only fluorescence lifetime imaging can provide reliable information on the quantum yield of fluorescence related to rate constants of energy dissipation (Holub et al., 2000). This paper deals with detailed fluorescence lifetime imaging measurements during the P-to-S-to-M to-T transient in untreated, and chemically treated Chlamydomonas cells and mutants. The fluorescence transient is a series of consecutive events defined as PSMT: P stands for the initial peak of fluorescence after initial illumination, S for a semi-steady state (which has fluorescence intensity lower than the P state), M for a possible maximum in fluorescence following the S state, and T for a terminal steady state with lower fluorescence intensity than the M state (Papageorgiou, 1975).

1.1. General scheme of photosynthesis and pathways of de-excitation from the excited state of chlorophyll

Figure 1 is a diagrammatic overview of the major components of the photosynthetic reaction scheme (Wydrzynski & Satoh, 2005; Golbeck, 2006). The steps of the photosynthetic scheme that are acted on by the inhibitors of photosynthesis, 3(3,4-dichloro-phenyl)-1,1-dimethyl urea (DCMU), nigericin, and methyl viologen are also indicated. Light is absorbed by Chls, and carotenoids, which are located in several pigment-protein complexes, especially in the light-harvesting complexes (LHCs) of the two photosystems PSI and PSII in the thylakoid membranes of the chloroplasts (Green & Parson, 2003).

Several competitive pathways are available for electronically excited Chl molecules to return to their ground state (Lakowicz, 1999; Papageorgiou & Govindjee, 2004): (1) fluorescence; (2) rapid energy migration between Chl molecules from the antenna system to the reaction centre and hetero-transfer between Chl and other molecules, both by Förster resonance energy transfer (FRET); (3) primary photochemistry; (4) binding interactions; (5) heat dissipation via internal conversion; (6) intersystem crossing from the Chl singlet-state to the Chl triplet-state and (7) transfer of energy from the excited triplet state of Chl to the ground-state of oxygen (a triplet). The last pathway generates singlet-state oxygen, which can damage important biological processes and subsequently can produce other damaging reactive species (radicals).

Because the de-excitation pathways are kinetically competitive, Chl fluorescence can be used to monitor many of the non-fluorescent photochemical reactions of photosynthesis. Deactivation pathways involving direct quenching of the excited state by a photochemical pathway are defined as photochemical quenching, qP. All other deactivation pathways are collectively defined as NPQ. If the intrinsic rate of fluorescence is constant, changes in the fluorescence emission caused by NPQ directly reveal quantitative properties of photosynthesis (Govindjee, 2004).

1.2. Non-photochemical quenching

NPQ is classified into three types according to their relaxation times and mechanisms (Müller et al., 2001): (a) Energy-dependent quenching (qE) takes place through charge separation at the reaction centre; qE happens in seconds to minutes and requires the build-up of a trans-thylakoid proton gradient (Demmig-Adams, 2003; Yamamoto, 2006). (b) Quenching involving a transition from state 1 to state 2 (qT) is brought about by movement of specific LHCs from the more fluorescent PSII to the lower fluorescent PSI region; this process relaxes in tens of minutes (Allen & Forsberg, 2001; Allen, 2002); qT decreases the antenna size of PSII and increases the antenna size of PSI (Takahashi et al., 2006), thereby shifting the photosynthetic system from a high fluorescent ‘state 1’ to a low fluorescent ‘state 2’. Changes in state can take place in the reverse direction as well. (c) Photoinhibitory quenching (qI) is often very slow, sometimes lasting hours (Adir et al., 2003; Matsubara & Chow, 2004; Osmond & Forster, 2006). In this report we are concerned mainly with qF and qT. A frequency domain lifetime study of qF studying changes over several hours has been reported recently with leaf segments of Capsicum annuum L (Matsubara & Chow, 2004).
1.3. Energy-dependent quenching

$qE$ is usually associated with the activation of the xanthophyll cycle (Demmig et al., 1988; Demmig-Adams et al., 1996; Demmig-Adams et al., 2006). Under intense irradiation, exceeding a plant’s capacity for $CO_2$ fixation, lumen acidification leads to the enzymatic conversion of violaxanthin to zeaxanthin via the intermediate antheraxanthin. The build-up of the $\Delta pH$ across the thylakoid membrane leads to protonation reactions and possible conformational changes in one or more of the antenna pigment-proteins of PSII, which favour the binding of zeaxanthin. The combination of these two events is thought to lead to a quenched state of PSII fluorescence with shorter fluorescence lifetimes and lowered Chl fluorescence intensity (Gilmore et al., 1995; Gilmore et al., 1998). Conformational changes in the thylakoid membrane have been inferred from the lifetime measurements (Gilmore et al., 1998) and from absorbance changes at 535 nm ($\Delta A_{535 nm}$) (Krause, 1973; Bilger & Björkman, 1994; Mohanty et al., 1995). These conformational changes are correlated with changes in the PSII protein $PsbS$ (Li et al., 2000). The minor Chl-protein complexes (CP26, CP29) (Bassi et al., 1993; Andersson et al., 2001; Crimi et al., 2001; Frank et al., 2001), and a light harvesting polypeptide $Lhcbm1$ are also involved (Elrad et al., 2002).

Numerous environmental effects and molecular interactions affecting $qE$ have been investigated. Isolated thylakoid membranes exhibit $qE$ in the absence of zeaxanthin, but only at lumen pH values lower than normal in vivo conditions (Rees et al., 1992; Kramer et al., 2004; Cruz et al., 2005). Quenching can also be induced by zeaxanthin even without $\Delta pH$ in isolated LHCs of PSII (Wentworth et al., 2000). Inhibition of $qE$ could be observed when the zeaxanthin synthesis was blocked in vivo (Horton et al., 1994). Anthoxanthin also plays a role in $qE$ (Gilmore & Yamamoto, 1993; Gilmore et al., 1998) and can partially replace the role of zeaxanthin in certain algae (Goss & Boehme, 1998). In some cases, another xanthophyll, lutein, seems also to be involved (Niyogi et al., 1997, 2001).

In general, the level of quenching of Chl fluorescence correlates with the amount of zeaxanthin (Demmig-Adams, 1990). Many details of the mechanism of Chl de-excitation by xanthophylls are not known. The role of the xanthophylls could be indirect, affecting a structural antenna rearrangement by inducing conformational changes in the antenna complexes, which subsequently quench excited Chl. This could disrupt energy transfer pathways. Exciplex formation or a combination of dynamic quenching (collisional shortening of the lifetime) and static quenching (no change in the fluorescence lifetime) could participate.
Excited Chl molecules could be quenched by a change in the environment surrounding the Chls by increasing the rate of internal conversion. Or if there is close association of Chl and xanthophylls, energy could be transferred non-radiatively from Chl to zeaxanthin ( Förster energy transfer). Hetero FRET is in principle possible between Chl and zeaxanthin, because the lowest singlet excited state S1 of Chl a is higher than the S1 states of the xanthophylls (Polivka et al., 1999; Frank et al., 2000; Polivka et al., 2002). However, the question still remains whether transfer to zeaxanthin is more efficient than violaxanthin; a recent publication indicates that violaxanthin quenches much weaker than zeaxanthin (Avital et al., 2006). This depends not only on the energy levels, but also on the distance between the donor and the acceptor molecules and the orientations of molecules with respect to each other. Furthermore, the nature of the role of zeaxanthin in the de-excitation of Chl may involve formation of a cation of this carotenoid (Holt et al., 2005).

1.4. NPQ mutants and previous studies

The isolation of mutants presented new possibilities for in vivo studies of NPQ (Niyogi, 1999). Two of these mutants are investigated in this work. The mutant npq1 is deficient in violaxanthin de-epoxidase; therefore, it is unable to convert violaxanthin to antheraxanthin and zeaxanthin (Niyogi et al., 1997). The npq1 mutant accumulates violaxanthin and lacks zeaxanthin/antheraxanthin. The mutant npq2 is deficient in zeaxanthin epoxidase; therefore, it is unable to convert zeaxanthin to antheraxanthin and violaxanthin. This mutant accumulates zeaxanthin and lacks violaxanthin /antheraxanthin.

The npq1 and npq2 mutants and the wild type (WT; without cell walls) have been characterized (Niyogi et al., 1997). At high excitation light intensities, lower rates of oxygen evolution were observed for the violaxanthin-accumulating npq1 in comparison to WT (Govindjee & Seufferheld, 2002). The zeaxanthin-accumulating npq2 mutant showed rates of oxygen evolution similar to the WT. This might be an indication for an antioxidant action of zeaxanthin in addition to its direct quenching properties. The lack of zeaxanthin in npq1 would then result in less photoprotection. The zeaxanthin-accumulating npq2 mutant shows a strong steady-state fluorescence quenching (Govindjee & Seufferheld, 2002), as measured with a pulse-amplitude-modulation instrument (Schreiber, 2004). This was found not only for untreated cells, but even those treated with an inhibitor of the electron transport, DCMU (3-(3,4-dichlorophenyl)-1,1-dimethyl urea). On the other hand, the npq1 mutant still showed a steady-state level of fluorescence similar to that in WT cells. Furthermore, several measurements by K.K. Niyogi and his collaborators have established that a PsbS protein plays a crucial role in the process of NPQ (Li et al., 2004). However, molecular details of the entire process still remain to be discovered.

The quenching of Chl fluorescence can also be observed directly by measuring the initial (after dark adaptation) and maximum levels of the short time fluorescence transient of dark adapted cells (Govindjee, 2002). When photosynthetic organisms are irradiated after dark adaptation, the fluorescence intensity undergoes distinctive changes with time. This ‘fluorescence induction’, or ‘fluorescence transient’, is known as the Kautsky effect (Kautsky & Hirsch, 1931; Govindjee, 1995; Lazar, 1999). It is mainly a manifestation of the kinetics of electron transfer in PS II. It is affected by protonation events and by PSI activities. Significantly reduced fluorescence intensity (about 25–35% at P-level) has been detected for the npq2 mutant in comparison to the WT and the npq1 mutant (both of which showed about similar levels) even in the presence of the electron transport inhibitor DCMU and the proton gradient uncoupler, nigericin (Govindjee & Seufferheld, 2002).

Unfortunately, these results cannot be interpreted unambiguously. For instance, the npq2 cells had a 20% higher level of the measured initial fluorescence, F0meas, in comparison to the WT and the npq1 cells, in spite of a higher level of NPQ in npq2. The operational definition of the extent of NPQ depends on the normalization with F0 when one is measuring only fluorescence intensities. Due to the higher zeaxanthin concentration in npq2, one might have expected a quenching of F0meas. The reason for this difference is not known (Govindjee & Seufferheld, 2002). The F0 fluorescence intensity has multiple origins (85–90% from PSII centred at 685 nm and 10–15% from PSI centred at 712 nm at room temperature). If some antennae complexes were to dissociate from the reaction centre core, this would lead to a decrease in the transfer of energy to the reaction centre core and to an apparently increased F0. Lifetime measurements allow a comparison between the mutants, which is independent of any F0 normalization.

When steady-state fluorescence intensities are measured, changes in the absorption cross-section of the PSII antenna (changes in concentration) cannot be distinguished from true differences in the quantum yield of fluorescence. State transitions (movement of specific pigment-protein antenna from PSII to PSI, and its reversal) (Delosme et al., 1996; Bruce & Vasilev, 2004) might change the fluorescence intensities and give rise to erroneous interpretations if such processes are not taken into account. In this work we attempt to clarify these ambiguities by measuring lifetime-resolved fluorescence. Information about the quantum yield using fluorescence lifetime-resolved measurements should resolve some of these uncertainties and lead to a better understanding of many aspects of photosynthesis (Malkin et al., 1980; Moya et al., 2001), including the NPQ mechanism. Preliminary measurements on
fluorescence lifetime-resolved imaging (FLI) of *Chlamydomonas reinhardtii* cells (Holub et al., 2000) have shown the importance of measuring lifetime-resolved fluorescence signals.

1.5. **Rapid fluorescence lifetime-resolved imaging measurements**

Fluorescence intensity transients in the millisecond to many-second time range are characteristic of photosynthetic samples following initial irradiation. Thus, it was necessary to carry out the FLI measurements rapidly in order to capture the lifetime changes in real time. Significant intensity changes must be negligible in the interval required for a complete measurement of each FLI time point. The FLI instrument has been described (Holub et al., 2000; Clegg et al., 2003) and has been optimized to minimize the time of acquisition and display. We have made FLI measurements at the P-level of the initial transient, and during the subsequent relaxation to the steady-state level. These latter changes are referred to as the P-to-S(T) decay, where, as noted earlier, P stands for peak and S for steady state (Lavorel, 1959; Krause, 1973; Briantais et al., 1980). However, under some experimental conditions, a second wave of fluorescence is observed; that is, there is a rise from the S level to another maximum (M) level (Papageorgiou & Govindjee, 1968b; Mohanty & Govindjee, 1973) followed by a decay to a T level, the terminal state level. The S level then is a quasi steady-state level (Govindjee & Papageorgiou, 1971; Papageorgiou, 1975; Govindjee et al., 1986).

FLI experiments were carried out on the two xanthophyll cycle mutants (npq1 and npq2) and WT cells. These imaging measurements were carried out with untreated cells and with cells treated with DCMU (an inhibitor of electron flow), methyl viologen (an efficient electron acceptor) and nigericin (an inhibitor of the proton gradient) (Fig. 1). Similar FLI measurements were also made with ensembles of cells in resting conditions. Extensive FLI measurements with WT and mutant cells, untreated and treated with the above chemicals, were carried out during the slow (from milliseconds to 250 s) fluorescence transient (P-to-S-to-M transient) during constant illumination.

2. **Materials and Methods**

2.1. **Instrumentation**

Fluorescence lifetime-resolved imaging experiments in the frequency domain, and the analysis of the lifetime-resolved data, are explained in detail in the Sections 2.1 and 2.2. Detailed descriptions of the instrument have been published (Holub et al., 2000; Clegg et al., 2003; Redford & Clegg, 2005a).

2.1.1. **Analyzing multiple lifetimes with a single frequency.** If some of the fluorescence lifetimes are constant throughout the measurement of the phase and modulation, it is possible to analyze single frequency lifetime-resolved measurements in terms of multiple lifetime components. The speed of the data acquisition during the P-to-S transient precludes acquiring multi-frequency data, in order to avoid large changes in the signals over the time of measurement, which would cause artefacts. We have carried out two such analyses of the phase and modulation measurements assuming two lifetime distributions. Both methods assume that a fast component exists with a short fluorescence lifetime, chosen to be between 0.3 and 0.4 ns, and which remains constant throughout the kinetic measurement. The first method, assuming only two lifetimes, calculates analytically the fraction of each component as well as the second (slower) lifetime. The second method, similar, but is visually insightful, and can be carried out without a complex analytical calculation. The two lifetime analyses yield identical parameters, as they are analytically equivalent. Assumed lifetimes are based on previous measured lifetimes from a variety of photosynthetic systems (see Section 3.9). Multi-component analyses were carried out in order to gain a better understanding of possible contributions of separate lifetime components during the P-to-S transition, and the effect of the npq1 and npq2 mutations, as well as the inhibitors, on the underlying molecular mechanisms. We have also used the polar plot analysis to calculate the fractional contributions of three lifetimes, under the assumption that all three lifetimes are known and remain constant.

2.1.2. **Recording the phase and modulation in the frequency domain.** If a fluorescent sample is excited by sinusoidally modulated light, \( E(t) = E_0 + E_{\text{HF}} \sin(\omega_{\text{HF}}t + \varphi_E) \), the detected fluorescence signal is modulated at the same frequency (Graffton & Limkeman, 1983; Lakowicz et al., 1987; Clegg & Schneider, 1996) but with a different phase and modulation depth:

\[
F_{\text{det}}(t) = F_0 + F_{\text{HF}} \sin(\omega_{\text{HF}}t + \varphi_E) = F_0 + F_{\text{HF}} \sin(\omega_{\text{HF}}t + \varphi),
\]

The expression \( \omega_{\text{HF}} \) is the high frequency radial modulation frequency of the excitation light, and is usually between \( 1 \times 10^7 \) and \( 1 \times 10^8 \) cycles/s. The depth of modulation of the fluorescence signal is \( M = |F_{\text{HF}}|/|F_0| \) and \( \varphi = \varphi_E - \varphi \) is the phase shift of the fluorescence measurement \( \varphi \) relative to the phase of the excitation light, \( \varphi_E \).

For a simple sine wave excitation of the form

\[
E(t) = E_0 + 2E_1 \cos(\omega t) = E_0 + E_1(e^{i\omega t} + e^{-i\omega t}),
\]

the fluorescence response of a fluorophore with a single lifetime

\[
F_{\text{det}}(t) = F_0 + F_{\text{HF}} \sin(\omega_{\text{HF}}t + \varphi_E).
\]
reduces to
\[ F(t) = F_0 + F_1 (\omega_1 \cos(\omega t + \phi)) \]
\[ = Q \int_0^t (E_0 + 2E_1 \cos(\omega t)) A e^{-(\omega t)/\tau} dt' \]
\[ = Q \left[ E_0 \tau + E_1 \left( \frac{2A\tau}{1 + (\omega t)^2} \cos(\omega t + \tan^{-1}(\omega t)) \right) \right] \]
\[ = Q \tau [E_0 + 2ME_1 \cos(\omega t + \phi)]. \] (3)

In Eq. 3 for a single relaxing fluorescence component,
\[ M = \frac{F_1(\omega)/F_0}{E_1/E_0} = \frac{1}{\sqrt{1 + (\omega t)^2}}. \] (4)

and
\[ \phi = \tan^{-1}(\omega t). \] (5)

The expressions \( M \) and \( \phi \) are the demodulation and phase shift of the luminescence signal relative to the excitation light. As the frequency increases, the modulation depth decreases toward zero and the phase increases to a maximum of \( \pi/2 \). By measuring the modulation depth and the phase at many frequencies, the lifetime can be determined. Two independent lifetime parameters are determined, \( \tau_M \) from Eq. 4, and \( \tau_\phi \) from Eq. 5.

Our frequency-domain fluorescence lifetime imaging system collects the full-field lifetime-resolved image; that is, the lifetime measurements are carried out at all pixels of the charged coupled device (CCD) simultaneously. Sustained rates of up to 26 fluorescence lifetime images per second can be obtained for images of 320 \( \times \) 220 pixels. The dynamic waveforms of the excitation light and the fluorescence signal were repetitively sinusoidal. We employed the homodyne technique of measurement, where the amplification of the detector is modulated at the exact frequency of the excitation light. In the FLI case, the detector being modulated is an image intensifier, which is placed right before the CCD camera.

The high frequency modulation of the light intensity and the fluorescence signal were determined rapidly and non-iteratively using a discrete Fourier Transform (Redford & Clegg, 2005a); this is equivalent to a least-squares regression using a sinusoid function to fit the data (Hamming, 1973). The software (FlimFast) controlling the FLI data acquisition, analysis and display is interactive and enables video-rate image acquisition, data analysis and visualisation of fluorescence lifetime images. Software functions can be altered during run-time with a minimum latency feedback and immediate data visualization; for example, multi-textured shaded surface renderings assist by providing a highly integrated view of the multi-parameter image data.

The modulation of the laser light at high frequency was performed with an acousto-optical modulator. The phase of the modulation of the image intensifier was digitally controlled by delay-line phase shifters. The data are rapidly transferred from the CCD to the computer and analyzed to determine the phase and modulation values at each pixel by digital Fourier analysis. The error of the Fourier analysis is determined from the variance of the difference between the recorded sinusoidal signal and the digital fit. This is possible because the excitation is well represented by a sinusoid.

The speed of the data acquisition depends on the number of consecutive phase-shifted images (at least three are required) and the time of integration at each phase setting (see Section 2.3). All phase-delayed images are recorded and saved, so that multi-pixel analysis of selected image regions can be performed later if desired. Pixels can be binned and averaged before the digital Fourier analysis of the consecutive images: this was carried out for the images containing large numbers of cells, which were not spatially resolved. As discussed in Section 3.10 (single cell resolution), the cells showed predominately homogeneous phase and modulation values. A single lifetime-resolved image (fitting all pixels separately) can be acquired in 125 ms (this rate is limited by the camera).

2.2. Phase and modulation, \( \tau_{\text{phase}} \) and \( \tau_{\text{mod}} \), and multi-component analysis

The degree of phase delay and the extent of demodulation of the fluorescence signal at the high frequency depend on the frequency of modulation and the fluorescence lifetimes (Bailey & Rollefson, 1953; Merkelo et al., 1969; Jameson & Gratton, 1983; Clegg & Schneider, 1996; Clegg et al., 1996). The phase and modulation are calculated at each pixel of the CCD from the set of images taken at several phase settings, and the lifetime-resolved images are then displayed. The calculated lifetimes \( \tau_{\text{phase}} \) and \( \tau_{\text{mod}} \) obtained from Eqs 4 and 5 are simply mathematical transformations, and portray the phase and modulation values on a time scale (Clegg & Schneider, 1996). Only in the case of a single lifetime component do the values of \( \tau_{\text{phase}} \) and \( \tau_{\text{mod}} \) correspond to true lifetimes; nevertheless, they are convenient representations of the measured phase and modulation parameters. We will use the phase and modulation parameters, and \( \tau_{\text{phase}} \) and \( \tau_{\text{mod}} \), interchangeably throughout the text to present lifetime-resolved images. When more than one lifetime component is present, \( \tau_{\text{phase}} \) is less than \( \tau_{\text{mod}} \).

We refer the reader to Sections 3.6.1 and 3.6.2 for a description of our multi-lifetime component data analysis. The analysis is represented as a 'polar plot'. This representation
is particularly helpful when studying complex biological systems, which change dynamically during the data acquisition (in this case, during the P-to-S-to-M transition). With the assumption that one lifetime is known, the intensity at every time point can be simulated within a multiplicative constant from the fractional amplitudes and lifetimes. The simulated intensities for all points of any individual kinetic curve all have the same multiplicative constant, such that the averages over the transient are the same for the simulated and measured intensities. Details of the calculation of the simulated intensities are in Section 3.6.4.

2.3. Experimental conditions for the fluorescence lifetime measurements

The 488 nm line of the argon-ion laser was modulated at a frequency of 80.652 MHz. A Zeiss Axiovert 135 inverted microscope (Carl Zeiss, Jena, Germany) was used for the measurements (Holub et al., 2000). The wavelength range of the fluorescence emission was 690 ± 40 nm (band pass filter for fluorescence emission, Omega XF70/690DF40: Omega Optical, Brattleboro, Vermont). The intensity of the excitation light was adjusted by neutral density filters and ranged between 50 and 8600 μmol photons m⁻² s⁻¹. For most experiments reported, the intensity was between 300 and 2500–2750 μmol photons m⁻² s⁻¹. We refer in the text to the ‘lower’ (300 μmol photons m⁻² s⁻¹) and ‘higher’ (2500 μmol photons m⁻² s⁻¹) excitation light intensities. These latter two intensities are identified in the text and figures as ‘Lo’ and ‘Hi’, respectively. The cells were treated identically for all measurements, and were dark adapted for at least 5 min before each measurement.

2.3.1. P-level measurements. After dark adaptation, the cells were pre-exposed to the light for 1 s before 8, 16 or 32 incrementally phase-delayed images were acquired. Each image was averaged for 100 ms, so that the total illumination time of the measurement was about 1, 2.1 or 3.9 s. The timing of the measurement was chosen to remain within the constant plateau region of the transient maximum (the ‘P’ level). The lifetime-resolved measurements were carried out rapidly to avoid transient intensity changes during the time of measurement (Holub et al., 2000; Redford & Clegg, 2005a). For all ensemble measurements (samples on nitrocellulose filter paper, micro-capillaries and lifetime transients), an objective magnification of ×10 was used. The single cell measurements were made with a 100× objective.

2.3.2. P-to-S-to-M fluorescence transient measurements. Lifetime-resolved measurements of the P-to-S-to-M fluorescence transient, recorded up to 250 s, were begun at the P-level fluorescence. Eight incrementally phase delayed measurements were taken at 100 ms intervals, and the measurement time for each transient time point was 0.9 s. This measurement time for each single time point was sufficiently rapid to study the P-to-S fluorescence decline. Selected multiple pixels of the homodyne FLI measurement were averaged at each phase setting and analyzed simultaneously. The fluorescence from multiple cells immobilized on nitrocellulose filter paper was also measured simultaneously at low magnification (×10 objective), where the signal at every pixel is an average from many cells.

2.4. Instrument calibration with a lifetime standard

The lifetime measurements were calibrated either against the phase and modulation depth of the excitation light, or from a fluorescent sample with known lifetime. A convenient, robust and accurate standard is a fluorescent plastic standard (in our case we used a purple CD SlimLine jewel case; InterAct, Florida), which was selected for its spectral emission at 690 ± 40 nm. This standard sample has reproducible phase and modulation values of τphase = 1.02 ns and τmod = 1.26 ns. These values were determined relative to two well-known standards in micro-capillaries: fluorescein in NaOH, which has a single-exponential lifetime of 4.1 ns (Sjöback et al., 1995), and rhodamine 101 (Lambda Physik GmbH, Göttingen, Germany) that has a temperature-independent single-exponential lifetime of 4.34 ns in ethanol (Drexhage, 1973; Karstens & Kobs, 1980; Vogel et al., 1988).

The instrument was calibrated before each measurement. For the data shown in Fig. 3, a single component digital Fourier analysis of the data was carried out on the average intensity from multiple selected pixels at every phase setting. The software module repeatedly acquires, analyzes and displays mean image statistics over time, to check on the phase-stability. After each sample measurement, the procedure was repeated on the standard to assure phase stability during the measurement, which is of special importance for the acquired time series of lifetime measurements.

2.5. Determination of the excitation light intensity

The radiant flux was measured with a radiant power meter (model 70260 with 70286 Si diode detector; Oriel Instruments, Stratford, Connecticut) directly in the focal plane of the objective. The illumination intensity profile was Gaussian, due to the use of a single mode fibre. With a thin and homogeneous layer of a fluorescent sample and a micro scale, the Gaussian profile was measured under the microscope. The area under the normalized Gauss curve, determined from a fit of the illumination profile, corresponds to the diameter of a (hypothetical) circular area of constant irradiation. This area was determined once for the objective, and thus the photon flux density in the centre of the image was directly calculated from the total radiant power measurement. The centre of the image illumination was used for studying the P-to-S-to-M Chl fluorescence transient in our Chlamydomonas samples.
We measured diameters of 79/650 μm for 100×/10× objectives. The irradiation variations in the image were dependent on the zoom optics used in the microscope. Therefore, lifetime measurements over a limited range of excitation intensities were possible in a single image.

2.6. Algal growth conditions and measurement preparation

Cells of the green alga *Chlamydomonas reinhardtii* were grown at 25°C phototrophically, during constant illumination with 100 μmol photons m⁻² s⁻¹, in tris-acetate phosphate TAP medium (12.0 mM Tris; 17.4 mM acetate; 7.0 mM NH₄Cl; 0.4 mM MgSO₄, 0.3 mM CaCl₂, 1 mM phosphate buffer, 1 ml/L Hunter’s trace metal elements; the medium was adjusted to pH 7, with 1ml/L glacial acetic acid) (Harris, 1989). Cells in the tris-acetate phosphate medium were grown in Erlenmeyer flasks, and kept under motion (either on a circularly rotating shaker table or with a magnetic stirrer) until the measurement was performed. They were harvested in their late logarithmic growth phase. Under these conditions the cells showed high numbers. The three procedures were:

1. A sufficiently large number of cells were deposited from a suspension of cells on a nitrocellulose filter paper, pore size 1.2 μm (Millipore; Bedford, Massachusetts), which had been previously soaked in minimum HS medium, using a mild vacuum, such that they form a continuous layer of immobilized cells. This avoids movement of the cells out of the focus under the microscope due to the water uptake by the filter. The filter was then covered with minimum HS medium (pH 7) and a cover slip. For comparative measurements, the filter paper with deposited WT, npq1 and npq2 was cut and arranged under a single cover slip.

2. The cells were filled into rectangular micro-capillaries. Before placing the cells into micro-capillaries (precision rectangle glass capillary tubes, microslides or Vitrotubes; inner diameter 0.03 × 0.3 mm; VitroCom, Inc., Mountain Lakes, New Jersey), the cell suspension was centrifuged, the supernatant nearly completely removed, and then the cells were re-suspended in the drop of medium left in the tube. This produced a highly concentrated cell suspension in the capillaries.

3. The cells were deposited onto a thin film of agar between two microscope cover slips. Thin agar films were formed by applying a drop of warm agar (agar bacteriological; Sigma), prepared with HS medium, between two large microscope cover slips. After cooling, one cover slip could be lifted, the cell suspension was applied and then it was covered by the cover slip.

The first and the second method offer direct comparison of the xanthophyll cycle mutants and WT in a single image, allowing an accurate differential measurement. Pieces of filter paper with the different cells were cut out, and arranged side by side under the microscope, or by putting the three micro-slides next to each other in the same field of view (Fig. 2). Procedures 2 and 3 also allowed transmission light images to be recorded, whereas with the first method only the Chl fluorescence could be observed. In procedure 2, the cells are not immobilized. Single cell lifetime measurements were carried out on cells that have stopped their movement (as discussed later). Ensemble measurements of swimming cells were made, because the cell number was high and the spatial resolution sufficiently low such that the average signal was not affected any more by movement of single cells during the measurement time.

At the beginning of a series of microscope measurements, the cells were briefly illuminated with ‘Lo’ light intensity (300 μmol photons m⁻² s⁻¹) for focusing purposes. Then the cells were illuminated briefly with the chosen excitation light intensity [300 (‘Lo’) or 2500 (‘Hi’) μmol photons m⁻² s⁻¹] to adjust the image intensifier gain for an optimal dynamic range of the camera. This was followed by dark adaptation of the cells for 5 min. For the acquisition of a series of measurements the gain adjustment had to be performed only once.

2.7. Characteristic effects of DCMU, nigericin and methyl viologen

DCMU: DCMU is a herbicide. As noted earlier, it replaces the plastoquinone Q₉ of PSII, thereby blocking the electron...
Fig. 2. Fluorescence Lifetime Imaging (FLI) images of the Chl a fluorescence from WT, npq1 and npq2 mutants of Chlamydomonas reinhardtii in a single image. Cells were immobilized on nitrocellulose filter paper. Shown are the images of the fluorescence intensity, apparent single lifetime form phase τphase and from demodulation τmod, top three panels (left to right). The mutant npq2 displays shorter intensity and τphase and values than WT/npq1. Irradiance was 2500 μmol (photons) m⁻² s⁻¹ and the total irradiation time 3.9 s. The lower panels are (clockwise from upper left): histograms of the fluorescence intensity, τphase and τmod, and an example of homodyne data averaged over pixels (sine wave) over one phase period, with the fit. The colour table corresponds to values of τphase and τmod: the same colour table is also linearly proportional to the intensity histogram.

transport from PSII to PSI (Velthuys, 1981; Wraight, 1981). The electron flow from QA to QB is halted, leaving QA in a reduced state. A major effect of DCMU is to increase the rate of rise from F₀ to the P level (Govindjee, 1995; Holub et al., 2000). DCMU blocks electron flow, and the reactions that lead to a decay of fluorescence during the P-to-S-to-M transient (reoxidation of reduced QA, and lack of direct protonation from PSII due to lack of electron transport). However, DCMU allows cyclic electron transport (Joliot & Joliot, 2002; Munekage & Shikanai, 2005), and a limited extent of state transitions from state 1 to state 2, but not the reverse. Thus, a certain amount of NPQ will continue to occur even in the presence of DCMU.

Methyl viologen: Methyl viologen (also called paraquat, a bipyridinium herbicide) is one of the most efficient electron acceptors, and acts at the end of the PSI pathway (Munday & Govindjee, 1969a, b; Schansker et al., 2005). It is known to lower the P-level. Reduced QA cannot accumulate as there is no ‘blockage’ of the electron flow. It is also used to study O₂-mediated damage in chloroplasts. It binds to the thylakoid membranes of chloroplasts and transfers electrons to O₂, continually forming superoxide O₂⁻, which is highly damaging to the cell. The presence of O₂⁻ increases the level of superoxide dismutase (SOD), an enzyme that protects against reactive oxygen species. Methyl viologen usually causes a high rate of electron transport and reduces greatly the heat dissipation; that is, non-photochemical fluorescence quenching is reduced.

The feedback control of carbon fixation on electron transport, present in the non-treated cells, is diminished. In the presence of methyl viologen, NADP⁺ is not reduced, and carbon fixation does not take place.

Nigericin: The importance of the proton gradient for fluorescence quenching is well known (Govindjee & Spilotro, 2002; Finazzi et al., 2003). Nigericin, a protonophore, dissipates (uncouples) the proton gradient, and has been reported to decrease (or sometimes to eliminate) the P-to-S fluorescence decline (Briantais et al., 1979; Briantais et al., 1980; Govindjee & Spilotro, 2002). This results in an increase of steady-state fluorescence. It is an ionophore commonly used to calibrate pH-sensitive dyes that are intracellularly trapped. Nigericin belongs to a class of ionophores that shield an ion’s electric charge as it passes through the membrane, providing a polar environment for the ion and a hydrophobic face to the outside membrane. These ionophores transport a variety of ions, but these uncoupling agents specifically increase the proton permeability, as well as disconnect the electron transport chain from the formation of ATP.

Thus, nigericin has many complex and multifaceted effects, and has additional consequences other than simply dissipating the pH gradient. In spite of this complexity, we present the data on the effect of nigericin on our samples. We are aware that
an interpretation of our results in the presence of nigericin is complex; however, we consider it valuable to present the nigericin FLI results for direct comparison with untreated cells and cells treated with DCMU and methyl viologen.

3. Results and discussion

3.1. FLI images at the P-level

Chlorophyll a fluorescence intensity transients of the xanthophyll cycle mutants npq1 and npq2 and the WT (without cell walls) of Chlamydomonas reinhardtii have been published earlier (Govindjee & Seufferheld, 2002). The fluorescence intensities of npq2 were found to be significantly reduced (about 25–35% at the P-level) in comparison to WT and npq1, both of which showed similar results even in the presence of DCMU and nigericin. One of our goals in this study was to determine whether the reduced fluorescence intensity is due to a reduction in the quantum yield of fluorescence or whether it might originate from differences in the absorption cross sections of the fluorescent pigment beds (i.e. static quenching) e.g. by state transitions (Delosme et al., 1996; Bruce & Vasilev, 2004). The following data show that changes in the fluorescence lifetimes contribute significantly to the changes in the fluorescence intensities.

3.1.1. FLI images: $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ measured at the P-level of WT, npq1 and npq2 cells. The top row of images in Fig. 2 shows the Chl a fluorescence intensity (left), $\tau_{\text{phase}}$ (middle) and $\tau_{\text{mod}}$ (right) images of WT, npq1 and npq2 cell ensembles (deposited on nitrocellulose filter paper). $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ were calculated from the measured phase and modulation values at the frequency of light modulation, using Eqs 4 and 5. Measurements of the three samples in Fig. 2 were obtained simultaneously in a single image. In this experiment, all the samples had the same concentration of cells before they were deposited on the filter paper, as measured by scattering at 750 nm. The scattering at 750 nm was taken as an approximate measure of the concentration of cells in WT, and npq1 and npq2 mutants. This assumes that the different mutants and treated cells scatter light equivalently at this far-red wavelength. However, the lifetime of fluorescence, as opposed to the intensity, is independent of the cellular (and Chl) concentration. This is one of the major reasons for using lifetime-resolved measurements. The symmetrical two-dimensional Gaussian excitation light was positioned centrally in each image so that each sample of filter paper was illuminated with similar excitation intensity profiles. The fluorescence intensity and lifetime images were acquired over 3.9 s during the Chl fluorescence transient. Although the excitation intensity varies over each sample, the lifetime-resolved images are homogeneous across each sample. The intensity images of the cells show 30% lower fluorescence intensity for npq2 than npq1, confirming the earlier suspension studies. WT and npq1 images show similar average intensities (WT fluorescence is only 10% less than npq1).

The decreased fluorescence intensity for npq2 is accompanied by shorter $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ values. At the light intensity (2500 µmol photons m$^{-2}$ s$^{-1}$) used in this experiment, the global values of $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ (averaging the intensities over all pixels for each individual phase measurement before the phase and modulation analysis) of the WT were $\tau_{\text{phase}} = 1.11$ ns and $\tau_{\text{mod}} = 1.78$ ns. There is obviously more than one lifetime as evidenced by $\tau_{\text{phase}} < \tau_{\text{mod}}$. The measurement errors for the single pixel analysis (Fourier analysis for every pixel separately) were determined directly from the histograms and is approximately 50 ps for $\tau_{\text{phase}}$ and 70 ps for $\tau_{\text{mod}}$. The variation errors when determining global values of $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ are less than 10 ps, due to the increase in signal-to-noise ratio by averaging many pixels (this does not mean an error in the absolute accuracy of the lifetimes). For npq1, $\tau_{\text{phase}} = 1.12$ ns and $\tau_{\text{mod}} = 1.79$ ns. These values are similar to the WT whereas npq2 displays significantly shorter values, $\tau_{\text{phase}} = 0.85$ ns and $\tau_{\text{mod}} = 1.44$ ns.

3.1.2. Two-lifetime component analysis of the FLI images measured at the P-level. The two-component lifetime analysis, as described later in Section 3.5 and Sections 3.6.1 and 3.6.2, was applied to the phase and modulation lifetime values from the data of Fig. 2 (not shown). Using this analysis, the value of the longer lifetime $\tau_2$ for the zeaxanthin-accumulating mutant npq2 is always shorter compared to either WT or npq1, and the fractional intensity of this component is also smaller, in agreement with expectations from the $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ representation (a quantitative discussion of similar data is deferred to the results and discussion of the polar plot analysis below). These results are consistent with the view that zeaxanthin quenches the Chl a fluorescence of PSII in Chlamydomonas reinhardtii by decreasing its quantum yield. This is confirmed by a reduced $\tau_2$, $\tau_{\text{phase}}$, $\tau_{\text{mod}}$ and the average lifetime (calculated from the two-lifetime analysis) are 20–30% shorter for npq2 compared to WT and npq1. This accounts for the 25–35% reduction in fluorescence intensity for npq2 in comparison to WT and npq1; that is, the intensity decreases proportionally to the decrease in the lifetime. Therefore, the decreased fluorescence intensity is not simply due to a decrease in concentrations of Chl in PSII (Gilmore et al., 1995; Gilmore et al., 1998); it is of course possible that changes in concentration also occur.

3.1.3. Treatment with DCMU, nigericin and methyl viologen. The above general conclusions apply even to cells when electron transfer is inhibited by DCMU, when the proton gradient is decreased by nigericin, and after treatment with the PSI-electron-acceptor methyl viologen (images are not shown; see P-to-S transient data below). All these results imply that the
quenching process includes contributions from non-qE related processes. However, interpreting the results is challenging. The effects of chemical treatments are complex. DCMU blocks electron flow; nevertheless, cyclic electron flow still occurs (Joliot et al., 2006) and the plastoquinone pool may be reduced through chlororespiration (Bennoun, 1982). Thus, state transitions and NPQ may continue to occur (Forti et al., 2006). Although nigericin decreases the proton gradient, consequently decreasing NPQ, both the state transitions and NPQ may continue to some extent. Although methyl viologen normally enhances electron flow, both NPQ and state transitions may also continue to some extent (D. Kramer, personal communication).

3.2. Fluorescence measurements during the P-to-S-to-M transient: previous measurements

The slow Chl a fluorescence transients following the ‘P’ (peak) level show a decrease to a semi-steady state ‘S’ level, sometimes followed by an increase to an ‘M’ (maximum) level in intact algal cells (Govindjee & Papageorgiou, 1971; Papageorgiou, 1975); see Section 1.5. Steady-state fluorescence measurements during the P-to-S-to-M transient have been used to probe several superimposed slow events in photosynthesis (Mohanty & Govindjee, 1974): (a) protonation of the thylakoid lumen (Briantais et al., 1979; Briantais et al., 1980), possibly leading to NPQ; (b) excitation energy transfer among PSII units and electron flow in PSII (Govindjee, 1995; Stirbet et al., 1998; Steffen et al., 2001); and (c) conversion of ‘State 2’ to ‘State 1’ (Allen, 2002), especially during S-to-M rise. Early reports noted the rise in fluorescence intensity at ‘Hi’ excitation intensities, following the initial long-time P-to-S decay (Papageorgiou & Govindjee, 1968a; Mohanty et al., 1971). We have extended these studies by making lifetime-resolved fluorescence measurements during the P-to-S-to-M transient, which shall be further referred to as the P-to-S-to-M transient fluorescence lifetime measurements. Early lifetime measurements on Chlorella cells during the P-to-S phase have been reported (Briantais et al., 1972).

3.3. The fluorescence intensities during the P-to-S-to-M transient: WT, npq1 and npq2 cells in the presence and absence of DCMU, nigericin and methyl viologen

The differences in fluorescence intensity induced by the chemical treatments that we observe when the algal cells are deposited on the filter paper (where the cells are in resting, immobile stage) are not as pronounced as reported earlier from cell suspensions (Govindjee & Seufferheld, 2002); however, we observe similar trends in our measurements of the fluorescence transients using immobilized cells.

Fluorescence intensity is automatically measured during the FLI measurement. As expected, measurements with npq2 cells always show lower fluorescence intensities (Figs 3A–D); the measured and simulated intensity curves are overlaid (see the figure legend of Fig. 3) and shorter \( \tau_{\text{phase}} \) and \( \tau_{\text{mod}} \) compared to WT/npq1 (direct phase and modulation data are not shown for the transient data). This is true at both the excitation intensities used. \( \tau_{\text{mod}} \) and \( \tau_{\text{phase}} \) are not the same (e.g. see Fig. 2), showing unequivocally the presence of multiple lifetime components. This is also a clear manifestation that \( \tau_{\text{phase}} \) and \( \tau_{\text{mod}} \) are not true individual lifetimes. For this reason we defer a discussion of the lifetime-resolved parameters during the P-to-S-to-M transient, as well as discussion of the simulated intensities, to Sections 3.5–3.9, where a multiple lifetime analysis is made.

In the following subsections 3.3.1–3.3.4 we summarize the intensity data during the P-to-S-to-M transient. The measured intensities can be seen in Figs 3A–D. The intensities simulated from the polar plot analysis, from Sections 3.6–3.8, are overlaid on the plots in these figures. The relative fluorescence intensities during the P-to-S-to-M transient at the two different irradiation intensities, 300 and \( \mu \)mol photons m\(^{-2}\) s\(^{-1}\) (identified as ‘Lo’), and 2750 \( \mu \)mol photons m\(^{-2}\) s\(^{-1}\) (identified as ‘Hi’), are shown in Figs 3A and 3B. The actual fluorescence intensity at the ‘Hi’ excitation intensity is about a factor 9 higher than at the ‘Lo’ intensity, corresponding to the difference in excitation intensity.

3.3.1. Untreated cells. Without treatment by inhibitors, the fluorescence intensity first decreases considerably during the initial phase of the P-to-S transient for WT and npq1; the decrease is less pronounced for npq2 at both intensities (Fig. 3A, top panel). At the ‘Hi’ excitation intensity (2750 \( \mu \)mol photons m\(^{-2}\) s\(^{-1}\)) the fluorescence increases after about 50 s for the WT and npq1 mutant, reaching the so-called ‘M’ level; such an intensity increase has been reported earlier in other algae (Mohanty & Govindjee, 1974). The S-to-M rise is absent in npq2 cells. In WT cells the P-to-S decay has been correlated with internal acidification and reoxidation of \( Q_A \) (Briantais et al., 1979; Briantais et al., 1980) and state 1 \( \rightarrow \) 2 transition (Allen & Forsberg, 2001). The shape of the P-to-S transient depends on the level of light intensity (Fig. 3, top panel).

3.3.2. DCMU. It is well known that the rate of decrease of the P-to-S fluorescence intensity is considerably slower in the presence of DCMU. The data in Fig. 3A, bottom panels, show that the rates of the initial intensity decrease seen in the WT and npq1 cells are slower in the presence of DCMU. At the ‘Lo’ light level, the P-to-S transient is largely abolished in the presence of DCMU; at the ‘Hi’ illumination level there appears a slow decrease during the P-to-S transient. In npq2 cells, the fluorescence intensity is low and constant compared to WT/npq1 cells in ‘Lo’ light. In ‘Hi’ light, fluorescence of npq2 is relatively higher and decreases during P-to-S transient.

When the linear flow of electrons is blocked by DCMU we expect the cyclic electron flow around PSI to accumulate some protons; thus, both NPQ and state transitions may continue.
Fig. 3. Chlorophyll a fluorescence intensity transients at 300 μmol (photons) m$^{-2}$ s$^{-1}$ and 2750 μmol (photons) m$^{-2}$ s$^{-1}$, starting at the 'P' level. A & B: Lo = 300 μmol (photons) m$^{-2}$ s$^{-1}$ (A) and Hi = 2750 μmol (photons) m$^{-2}$ s$^{-1}$ (B). Data are shown for all treatments (see text) at both intensities. The concentrations of the inhibitors are: 10 μM DCMU, 10 μM nigericin or 100 μM methyl viologen. The number 100 on the ordinate for the intensity curves should be read as 900 when comparing data for ‘Hi’ intensity to those for ‘Lo’ intensity. In all plots, red = WT, green = npq1, and blue = npq2. The measured intensities are the smoother curves, and curves simulated from the phase and modulation analysis are the ‘noisier’ looking curves (see text). For clarity, the measured intensity curves are identified in A & B with ‘+’ marks for every fourth time point. C & D: Expanded views of the ‘Lo’ intensity (C) and ‘Hi’ intensity (D) fluorescence intensity transients from Figures 3A and 3B for the untreated samples, in order to compare the details of the simulated intensity curves with the measured intensity curves. In all plots, red = WT, green = npq1, and blue = npq2. The measured intensities are the smoother curves, and curves simulated from the phase and modulation analysis are the ‘noisier’ looking curves (see text). Each experiment reported here was repeated at least three to five times, with consistent results.
It has been shown that cyclic electron flow exists in vivo (Joliot et al., 2006) and produces ATP (Majeran et al., 2001). The decreasing intensities and lifetimes in the presence of DCMU at ‘Hi’ light intensity could be due to either NPQ (Gilmore et al., 1998) or ‘state transitions’ (Forti et al., 2006), or both.

3.3.3. Methyl viologen Because the P-level is reduced by methyl viologen, the fractional extent of the P-to-S fluorescence intensity is diminished. This effect can be observed clearly at ‘Lo’ excitation light (Fig. 3B, top left). At ‘Hi’ excitation light, the reduction in fluorescence at the P level is not as pronounced and the P-to-S decay is observed clearly (Fig. 3B, top right). Furthermore, methyl viologen abolished the S-to-M rise in the fluorescence intensity seen at the ‘Hi’ light intensity with untreated cells (Fig. 3A, top right). As we will see in Section 3.8, a major part of these changes are due to changes in quantum yields (lifetimes), and are thus related to NPQ, and are not due only to state transitions.
In the following sections we analyze the lifetime-resolved data in terms of multiple lifetime components, assuming that the fluorescence parameters are related to a photosynthesis mechanism of an average cell.

3.5. Two-component lifetime analysis during the P-to-S-to-M transient

In order to resolve independent multiple lifetimes it would be necessary to carry out the FLI measurements at several frequencies (Weber, 1981; Jameson & Gratton, 1983; Lakowicz, 1999). We have used only a single frequency in order to achieve rapid, real-time, data acquisition during the fluorescence transients. However, if one of the lifetimes is known, it is possible to extract a second lifetime and the fractional amplitudes from the phase and modulation values at one frequency. Earlier measurements on a variety of photosynthetic preparations have shown a stable lifetime value of 0.3–0.4 ns with a substantial amplitude (Gilmore et al., 1995), and a longer lifetime component of approximately 2–3 ns (Holzwarth, 1991; Gilmore et al., 1995; Gilmore et al., 1998). In these studies, NPQ was found to decrease the fractional intensity (or equivalently the related fractional species concentrations) of the longer component, leading to a reduction in the overall intensity.

If the phase \( \Phi \) and modulation \( M \) at one frequency and the lifetime of one component \( \tau_1 \) are known, the second \( \tau_2 \) together with its fractional amplitude \( a_2 \) can be determined analytically for a two-component system (Weber, 1981; Jameson & Gratton, 1983; Gadella Jr et al., 1993),

\[
\begin{align*}
\beta &= \frac{\omega \tau_1}{\beta \omega^2 \tau_1 - \omega^2 - 1} \\
\frac{\omega \tau_1}{1 + \omega^2 \tau_1^2} - \frac{\omega \tau_1}{1 + \omega^2 \tau_2^2} &= \frac{M \cos \Phi - (1 + \omega^2 \tau_1^2)}{M \sin \Phi - \omega \tau_1(1 + \omega^2 \tau_1^2)} \\
f_2 &= \frac{M \cos \Phi - (1 + \omega^2 \tau_2^2)}{(1 + \omega^2 \tau_2^2)^{-1} - (1 + \omega^2 \tau_1^2)^{-1}},
\end{align*}
\]

where \( f_2 \) is the fractional contribution \( (f_1 + f_2 = 1) \) to the steady state fluorescence intensity contributed by the second lifetime component. \( f_i = a_i \tau_i \sum a_i \tau_i \), where \( a_i \) is the \( i \)th relative pre-exponential amplitude of the fluorescence decay. The above equations are analytical expressions for \( \tau_2 \) and \( f_2 \). These equations can be used directly to determine the parameters of two components from single frequency data, for every time point of the transient. However, we will use a related, equivalent analysis described in Section 3.6, the ‘polar plot’, which provides an insightful, graphical representation of the data and an expedient method of analysis (Jameson et al., 1984; Clayton et al., 2004; Redford & Clegg, 2005b).

We assume a constant value of the shorter lifetime, \( \tau_1 \), and we assume that this value holds globally for all data sets. We discuss below our choice for this value. For a two-lifetime component model, the intensity curve (as a function of time, t, during the transient) is related
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In a frequency domain

3.6.1. Basics of the polar plot analysis

Variables: Intensity($I(t)$)

In Eq. 7, we have emphasized the explicit time dependence of the measured and simulated intensity curves during the transient. We are interested in comparing the shapes of the simulated and measured intensity curves. Therefore, we choose the value of $C_A$ for each curve that gives the same average intensity for the measured and simulated intensity curves during the transient. In Eq. 7, we have emphasized the explicit time dependence of the variables: Intensity($I(t)$), $a_1(t)$, $a_2(t)$, and $\tau_2(t)$. These parameters are functions of time during the P-to-S-to-M transient (the FLI data for every time point are analyzed individually). From now on, we will not explicitly indicate this time dependence. For the simulations, $\tau_1$ and $C_A$ are assumed constant during the transient. The fractional species populations, which change during the transient, are normalized, $a_1 + a_2 = 1$, at every time point.

3.6. Polar plot analysis

In order to extract multiple lifetime information throughout the P-to-S-to-M transient, we analyze the lifetime-resolved data (phase and modulation) using the ‘polar plot’ (Redford & Clegg, 2005b) (Sections 3.6.1 and 3.6.2, and Figs 4A and 4B). The polar plot is constructed from the measured phase $\phi$ and modulation $M$ values by transforming them into the polar plot format (Msin$\phi$ vs. Mcos$\phi$). Each point of the polar plot corresponds to one measurement of phase and modulation at a particular time during the fluorescence transient. The polar plot, and similar graphical constructions, are a standard way to display and analyze many different frequency-domain measurements, for instance dielectric dispersion (Von Hippel, 1954; Redford & Clegg, 2005b), and has more recently been used for frequency-domain fluorescence lifetime data (Clayton et al., 2004; Redford & Clegg, 2005b). It provides a simple representation of the data, and provides an expedient visual overview of data that is easy to evaluate. The number of independent parameters describing a multi-component model remains the same, of course, whether one chooses to analyze the data by a polar plot or by the analytical expressions given above.

3.6.1. Basics of the polar plot analysis

In a frequency domain lifetime measurement, two parameters are determined at every frequency, the phase, $\varphi_{tot}$, and the modulation, $M_{tot}$. The subscript ‘tot’ emphasizes that the measured phase and modulation values result from weighted contributions from all lifetime components. The phase and modulation are independent parameters representing the distribution of lifetimes, and they are determined separately; therefore, to the lifetimes and the fractional species concentrations as:

$$I(t) = C_A \left( a_1(t) \tau_1 + a_2(t) \tau_2(t) \right),$$  

where $C_A$ is a constant factor (independent of time). The value of $C_A$ is adjusted so the values of the simulated intensities can be compared on the same scale with the measured intensities. We are interested in comparing the shapes of the simulated and measured intensity curves. Therefore, we choose the value of $C_A$ for each curve that gives the same average intensity for the measured and simulated intensity curves during the transient. In Eq. 7, we have emphasized the explicit time dependence of the variables: Intensity($I(t)$), $a_1(t)$, $a_2(t)$, and $\tau_2(t)$. These parameters are functions of time during the P-to-S-to-M transient (the FLI data for every time point are analyzed individually). From now on, we will not explicitly indicate this time dependence. For the simulations, $\tau_1$ and $C_A$ are assumed constant during the transient. The fractional species populations, which change during the transient, are normalized, $a_1 + a_2 = 1$, at every time point.

Fig. 4. Polar plot, and phase vs. modulation, of FLI data during the P-to-S-to-M transition. A. Polar plot of FLI measurements with ‘Lo’ = 300 µmol (photons) m$^{-2}$ s$^{-1}$ (red) and ‘Hi’ = 2750 µmol (photons) m$^{-2}$ s$^{-1}$ (blue) excitation intensity. The sample is WT without any treatment. The green line connects the points on the semicircle for $\tau_1 = 0.32$ ns and $\tau_2$, passing through data points of the high- and low-intensity data. The fractional intensity for the $\tau_1 = 0.32$ ns component, $f_1$, is the distance on the straight line from the data point in question and the intersection of the straight line with the semicircle corresponding to $\tau_2$, divided by the total length from $\tau_1$ to $\tau_2$. The distance between the data point in question and the point on the semicircle for $\tau_1$, divided by the total line length from $\tau_1$ to $\tau_2$, is the fractional intensity $f_2$. See text and Sections 3.6.1 and 3.6.2 for details. B. Plot of the modulation vs. phase with ‘Lo’ = 300 µmol (photons) m$^{-2}$ s$^{-1}$ (red) and ‘Hi’ = 2750 µmol (photons) m$^{-2}$ s$^{-1}$ (blue) excitation intensity. The sample is WT without any treatment. This plot is not as informative, or as easily interpretable, as the polar plot, but shows nicely the great difference in the transient fluorescence response of the sample to the ‘Hi’ and ‘Lo’ light intensities.

each parameter provides an independent depiction of the fluorescence dynamics.

We construct a vector from the phase and modulation values in an x-y Cartesian coordinate system [with (x, y) = (0, 0) as the origin] such that the phase is the angle (from the x-axis) of the vector and the modulation is the length of the vector. The polar representation of this vector is:

$$x = M \cos \varphi, \quad y = M \sin \varphi.$$  

In this way, the combination of the phase and modulation defines a two-dimensional vector, $\gamma(x, y)$. In this coordinate
system, lifetime vectors (from different lifetime components) sum directly. The location of the end point of the vector is simply the weighted sum of all of the constituent locations:

\[
\vec{r}_{\text{tot}} = \sum_i f_i \vec{r}_i = \int I(\tau)\vec{r}(\tau) \, d\tau. \tag{9}
\]

The total vector is the intensity weighted sum of the individual vectors, or the integral of a distribution, \(I(\tau)\), of vectors, for all the values of the single lifetimes, \(\tau\), weighted by the fractional intensities. Here \(f_i\) is the fractional intensity of the \(i\)th single lifetime component with the phase and modulation polar vector \(\vec{r}_i\). The fractional intensities are normalized such that \(\sum_i f_i = 1\). \(I(\tau)\) is the intensity distribution of the fluorescence lifetimes \(\tau\), where for the lifetime distribution function \(\int I(\tau) d\tau = 1\). \(\vec{r}_i(\tau)\) (or \(\vec{r}_i\)) is the phase and modulation polar vector for a distribution of lifetimes centred on \(\tau\) (or \(\tau_i\)). For a single lifetime component, these are defined by the equations:

\[
x(\tau) = M(\tau) \cos \varphi(\tau) = \frac{M(\tau)}{\sqrt{1 + \omega^2 \tau^2}},
\]

\[
y(\tau) = M(\tau) \sin \varphi(\tau) = \frac{M(\tau) \omega \tau}{\sqrt{1 + \omega^2 \tau^2}}. \tag{10}
\]

For a single lifetime, this representation leads to a semicircle (i.e. the point of the vector lies on the semicircle for all frequencies), where the variable is the frequency (Fig. 4).

\[
y(\tau)^2 + x(\tau)^2 = M^2(\tau). \tag{11}
\]

The semicircle is centred at (0.5, 0) and has a radius of 0.5. All single lifetime measurements will fall on this semicircle at any frequency. Any combination (distribution) of more than one lifetime is the weighted vector sum of the individual contributing single lifetimes in the distribution and will lie within (inside of) the semicircle. Phase and modulation combinations that lie outside the semicircle are actually physically impossible; although, in real measurements noise and other artefacts can cause data to fall there.

A two-lifetime system would have an \(\vec{r}\) vector, which lies on the straight line intersecting the semicircle at the location of the two single lifetimes.

\[
\vec{r}_{\text{tot}} = f \vec{r}_1 + (1-f) \vec{r}_2, \tag{12}
\]

where \(f\) is the intensity fraction of the component #1. For the case of three components, the component lifetime vectors will form a triangle in which the total lifetime vector must lie, and so on with higher numbers of components. This model can easily be extended to the continuous case such as a Gaussian lifetime distribution (Redford & Clegg, 2005b).

3.6.2. Calculating the fractional amplitudes of two or three lifetime components and the resulting total intensity. If the measured system is composed of multiple single lifetimes, we can write the resulting vector in the polar plot as a linear combination of the single components.

\[
x_i = M_i \cdot \cos(\varphi_i),
\]

\[
y_i = M_i \cdot \sin(\varphi_i) \tag{13}
\]

Here \(a_i\) is proportional to the concentration of the molecular components (the pre-exponential factor), \(\tau_i\) its lifetime and \(\vec{r}_i\) the corresponding vector of the single lifetime component in the polar plot (the end of which lies on the universal semicircle).

The fractional intensity of a component can be written as the product of fractional concentration and its lifetime.

\[
f_i = a_i \cdot \tau_i. \tag{14}
\]

And we then normalize the fractional intensities as

\[
\sum_i f_i = \sum_i a_i \cdot \tau_i = 1. \tag{15}
\]

In the case of a three-lifetime system, we can express the resulting polar plot vector as a system of three linear equations.

\[
\begin{bmatrix}
x_1 & x_2 & x_3 \\
y_1 & y_2 & y_3
\end{bmatrix}
\begin{bmatrix}
f_1 \\
f_2 \\
f_3
\end{bmatrix}
= \begin{bmatrix}
x_{\text{tot}} \\
y_{\text{tot}}
\end{bmatrix}
\]

with \(x_i = M_i \cdot \cos(\varphi_i), y_i = M_i \cdot \sin(\varphi_i)\). \tag{16}

This system can be solved for the fractional intensities \((a_i)\) when the lifetimes \((\tau_i)\) of the components are known.

\[
M_i = \frac{1}{\sqrt{1 + (\omega \tau_i)^2}}, \quad \varphi_i = \arctan(\omega \tau_i). \tag{17}
\]

To obtain the fractional concentrations we use the relation between fractional intensity with fractional concentration and lifetime:

\[
a_i = \frac{f_i}{\tau_i} = \frac{1}{\sum_i a_i} \cdot \frac{1}{\tau_i} \cdot \frac{1}{\sum_i \frac{a_i}{\tau_i}}. \tag{18}
\]

The total measured intensity expected from a lifetime system composed of these components can be calculated. This calculated intensity does not take into account instrumentation factors and must be rescaled before the comparison with measured intensities. We set the maximum intensity by multiplying by a constant, such that the average simulated intensity is equal to the average of the measured intensity, as described in the text.

\[
I_{\text{tot}} = C \sum_i f_i = C \sum_i \tau_i \cdot a_i. \tag{19}
\]

3.6.3. Interpreting the polar plot in terms of two lifetime components. Assuming two lifetime components with one known lifetime, the second lifetime (which varies for each time point of the fluorescence transient) can simply be read directly.
from the polar plot. A straight line, starting at the location on the semicircle corresponding to \( \tau_1 \) and passing through each data point of the plot, will intercept the semicircle at the point corresponding to \( \tau_2 \) (Fig. 4A; see the figure legend for samples that are plotted; Fig. 4B is a plot of modulation versus phase for untreated WT at ‘Lo’ and ‘Hi’ light). The values of \( f_1(t) \), \( f_2(t) \) and \( \tau_2(t) \) are calculated directly from the data. The fractional intensities of these two lifetime components, \( f_1(t) \) and \( f_2(t) \), are easily calculated from the fractional lengths of the two straight line segments between the intersections on the semicircle and the data point, as described in the Sections 3.6.1 and 3.6.2 (Redford & Clegg, 2005b). Thus, the intensity fractions \( f_1(t) \) and \( f_2(t) \) and the second lifetime \( \tau_2(t) \) can be conveniently demonstrated and analyzed graphically. The fractional concentrations of species \( a_1(t) \) and \( a_2(t) \) are then calculated as described in Section 3.6.2.

We have shown previously that multiple distributions of lifetimes behave similarly in a polar plot analysis to multiple calculated as described in Section 3.6.2 (Redford & Clegg, 2005b). For simplicity (and because of the complexity and heterogeneity of the photosynthetic system) we discuss the polar plots in terms of two individual lifetimes, \( \tau_1 \) and \( \tau_2 \) (representing two lifetime ‘pools’).

We assume that \( \tau_1 \) (the shorter lifetime) stays constant (Gilmore et al., 1998). Lifetime measurements of suspensions of chloroplasts and algae or leaves (Gilmore et al., 1995; Gilmore et al., 1998) have shown that NPQ leads to a decrease in the population of a slower lifetime component and an increase in a \( \sim 0.3–0.4 \) ns component. Different values can be chosen for this lifetime, but it is kept constant throughout all the data sets. \( \tau_2 \) is the mean lifetime of the longer lifetime pool. The value for \( \tau_2 \) is automatically determined for each data point during the time series once a value for \( \tau_1 \) has been chosen. We describe later why we interpret changes in \( \tau_2 \) to be due to a change in the distribution of \( \tau_2 \) values (the analysis only finds a single value for \( \tau_2 \)). We have tried various \( \tau_1 \) values between 0.3 and 0.4 ns for the faster lifetime corresponding to estimates in the literature of a fast lifetime component from PSII (Gilmore et al. 1995, 1998). Our interpretations are the same, regardless of the value of \( \tau_1 \); for the data presented in Figs 3–5, we have assumed \( \tau_1 = 0.32 \) ns. Because the data must lie on a straight line passing through the measured point, and intersecting the semicircle at positions corresponding to the two individual times, longer values of \( \tau_1 \) correspond to longer values of \( \tau_2 \) (lever effect). We do not expect to see much contribution from PS I (which has an approximately constant lifetime value of 0.1 ns (or shorter) for Chl a fluorescence) (Holzwarth et al., 2005). The amplitude of fluorescence from PS I is known to be very low for Chlamydomonas reinhardtii (Govindjee, 2004). In addition, the number of Chl molecules in PSII in Chlamydomonas reinhardtii is very low compared to higher plants. However, some emission from Photosystem I (Itoh & Sugiura, 2004) could be mixed into the fast component of PSII (Gilmore et al., 2000).

### 3.6.4. Simulating the intensities from the results of the polar plot analysis

For all samples, the fractional intensity parameters \( f_1 \) and \( f_2 \) change as one progresses through the P-to-S-to-M transition. To test the goodness of the simulation, we have simulated the fluorescence intensities with the Eq. 7; the intensity fractions, \( f_1 \) and \( f_2 \), are directly proportional to the species fractions, \( a_1 \) and \( a_2 \), as \( f_1 \propto a_1 \tau_1 \) and \( f_2 \propto a_2 \tau_2 \). As described for Eq. 7, the simulated intensity curves have been normalized by choosing \( C_1 \) so that the simulated and measured intensity curves have the same average value throughout the transient (see Figs 3A–D). The general characteristics of most curves during the P-to-S-to-M transients were reproduced well by this simple two-component model.

This is not a least square regression to an analytical expression, which would result in a smooth fitted curve with no noise. And we are not smoothing the phase and modulation values in the slow transition curves before making the polar plots and simulating the intensities. Thus, when the intensities are simulated from the phase and modulation data, the random deviations are larger for the simulations than for the directly acquired intensity data. As mentioned above, we are primarily interested in comparing the shapes of the simulated transition curves.

### 3.7. General characteristics and interpretation of the P-to-S-to-M transient in terms of an exchange between two-component lifetime pools

Before progressing to specifics of the lifetime-resolved experiments, we point out a general feature of our interpretation. For most samples, \( \tau_2 \) increases (Figs 5A and C), and the species fraction of the slow component (\( a_2 \)) decreases (Figs 5B and D), as the transient is traversed; simultaneously, the species fraction of the faster component (\( a_1 \)) must increase. This behaviour is seen for all samples except the ‘Hi’ intensity experiments without inhibitors for WT and npq1.

At first sight, it may seem inconsistent that \( \tau_2 \) increases with the decreasing overall fluorescence intensity. However, \( a_2 \) decreases, and this leads to a decrease in the intensity of the \( \tau_2 \) component. An increasing value of \( \tau_2 \) with a concomitant decreasing intensity is explicable if there is a distribution of fluorophores with lifetime values centred on \( \tau_2 \). During the P-to-S transient, a fraction of molecules in the \( \tau_2 \) pool pass to the \( \tau_1 \) pool, decreasing \( a_2 \). The increasing value of \( \tau_2 \) during the P-to-S transition indicates that those molecules exhibiting faster \( \tau_2 \) values transfer to the \( \tau_1 \) pool more readily than those molecules with slower \( \tau_2 \) values. Perhaps the Chl a molecules with faster \( \tau_2 \) values are already closer to the molecular environment that exhibits partial quenching before they are eventually transferred to the \( \tau_1 \) pool.

If there were a gradually varying dynamic quenching event acting on the \( \tau_2 \) species, for instance due to dynamic Stern-Volmer quenching or FRET by bringing Chl molecules progressively closer to an acceptor (such as the zeaxanthin),
this would result in a gradually increasing degree of dynamic quenching (gradual decrease in $\tau_2$) as the P-to-S transition is traversed. This is not observed. Rather, it seems there is a transfer of molecules from an environment with relatively little quenching, within the $\tau_2$ lifetime pool, to an environment with significantly more quenching, within the $\tau_1$ lifetime pool. We do not imply that there is a large physical movement (such as during state transitions). The molecules change from a state with little quenching to a state with much greater quenching, and this takes place in a single step. Thereby the population of the $\tau_2$ lifetime pool decreases and that of the $\tau_1$ lifetime pool increases. This interpretation is consistent with all the
data with WT, npq1 and npq2, as well as the experiments with and without the inhibitors. It is also in agreement with the existence of a 'dimmer' switch for photoprotection (Govindjee, 2004).

Incidentally, increasing values of $\tau_2$ show that we are not observing simple photolytic destruction of the fluorescent molecules; otherwise, those molecules with longer values of $\tau_2$ would tend to undergo photolytic damage first, and this would statistically lead to a reduction of the observed $\tau_2$ under continual illumination. It seems that the observed quenching (decreasing intensity) is related to the particular spatial distribution of the fluorescent molecules; those molecules with shorter $\tau_2$ values are already located such that they can more readily become maximally quenched and join the $\tau_1$ pool (as
though they were already partially dynamically quenched, e.g. via FRET).

We now consider the lifetime-resolved data for WT, npq1 and npq2 cells, and the effects of DCMU, nigericin and methyl viologen in light of this interpretation, assuming two pools of molecules with different lifetimes and a distribution of $\tau_2$ lifetimes.

3.8. Specific results of the WT, npq1 and npq2 cells with and without DCMU, nigericin and methyl viologen: two lifetime component pools

The experiments were carried out at two levels of illumination (300 and 2750 $\mu$mol photons m$^{-2}$ s$^{-1}$); as mentioned above, we refer to these two intensities as ‘Lo’, and ‘Hi’. As is well known, the level of illumination significantly affects the character and shape of the P-to-S-to-M curves (Papageorgiou, 1975).

Kinetic processes and biological interactions in live, functional cells, such as the green alga *Chlamydomonas reinhardtii*, are numerous, diverse and complex (Rochaix et al., 1998; Larkum et al., 2003). Our goal is not to identify and analyze every individual fluorescence component during the transient curves. Our goal is to use the lifetime-resolved data to ascertain major features of the underlying mechanisms. Even with this simple two-component model for interpreting the lifetime-resolved fluorescence data, which also assumes that we are observing only fluorescence from PS II, it is possible to account for the P-to-S-to-M transitions remarkably well. We have organized below the data into four groups: no inhibitors, DCMU, methyl viologen and nigericin.

3.8.1. No inhibitors – WT, npq1, npq2

3.8.1.1. ‘Lo’ excitation intensity (300 $\mu$mol photons m$^{-2}$ s$^{-1}$), no inhibitors. In all cases at ‘Lo’ excitation intensity, $\tau_2$ increases during the time course of the P-to-S transient (Fig. 5A, top left panel). The value $a_2$ decreases during the slow transient (Fig. 5B, top left panel) and accordingly $a_1$ increases (not shown). The intensities simulated from the lifetime data overlay the measured intensities in Figs 3A–D. The measured and simulated intensity transients agree reasonably well for the WT and npq1 cells (Fig. 3A, top panel). For the npq2 cells, the kinetic progression of the measured intensity transient is not well represented by the simple two-lifetime model, at least at this level of analysis (Fig. 3C, lower panel). The continual decrease in the measured intensity of npq2 is not present in the intensity curve simulated from the lifetime-resolved data. This is indicative of a slow kinetic process, which is not represented in the lifetime-resolved parameters. For instance, this would be consistent with a state transition. A state transition would not change the lifetimes of the fluorescent Chl molecules of PSII (which are assumed to be in the $\tau_1$ and $\tau_2$ pools), but would decrease the intensity of the PSII fluorescence by transferring some of the antenna Chl complexes (CP26, CP29 or a specific LHCh) from the PSII to the PSI region. If these antenna molecules were simply to become free, we would expect a higher fluorescence intensity originating from those Chl molecules in free LHCs, where they cannot transfer their energy.

The measured intensity for the npq2 cells (Fig. 3A, top left panel) and values of $a_2$ (Fig. 5B, top left panel) are considerably lower than for the WT and the npq1 cells. The rapid decay of the simulated intensity for npq2 arises from the rapid decrease in $a_2$ (Fig. 3C, bottom panel). This behaviour is probably due to the pool of readily available zeaxanthin in npq2, which does not require any time delay to affect the extent of quenching. The longer $\tau_2$ values for npq2 (Fig. 5A, top left) compared to WT may indicate efficient quenching of the faster portion of the $\tau_2$ pool chromophores by zeaxanthin (always present in npq2), which removes those molecules from the $\tau_2$ pool with faster lifetimes to the $\tau_1$ pool, even before illumination (according to the model discussed in Section 3.7). This may imply that the qT component of the P-to-S decay is more prevalent in the WT and npq1 cells, whereas the qE component is more prevalent in the npq2 cells.

The longer value of $\tau_2$ for npq1 compared to WT or npq2 (Fig. 5A top left) is reasonable considering the lack of zeaxanthin in this mutant, and its inability to produce zeaxanthin due to the lack of violaxanthin de-epoxidase activity. This could mean that the molecular environment of many Chl molecules in npq1 does not lead to as much partial quenching as in WT and especially as in npq2 (related to the lack of zeaxanthin), thereby skewing the $\tau_2$ distribution to longer values than for WT or npq2.

3.8.1.2. ‘Hi’ excitation intensity (2750 $\mu$mol photons m$^{-2}$ s$^{-1}$), no inhibitors. At ‘Hi’ excitation light, the progress of the slow (0–250 s) fluorescence transient curves for the WT and npq1 (Fig. 3A, top right panel) are quite different from the corresponding ‘Lo’ excitation intensity curves (Fig. 3A, top left panel). The major distinctive characteristic of ‘Hi’ illumination, clearly apparent in WT and npq1 cells (Fig. 3 D), is an increase of fluorescence intensity following a minimum at about 50 s (the S level). This dip and the increase of fluorescence intensity (to the M level) are well represented by our kinetic simulations, indicating that the simple two-lifetime model captures the major underlying kinetic processes. This behaviour of the intensity for WT and npq1 fluorescence could include an initial state 1 to state 2 transition and then its reversal to state 1 (state transitions), although at normal light intensities this usually takes place slowly. Alternatively, initial rapid quenching by NPo via zeaxanthin could be present, followed by its reversal. At any rate, the values of $a_2$ (Fig. 5D, top left) show an exchange of fluorescent molecules from the $\tau_2$ pool to the $\tau_1$ pool, and then back to the $\tau_2$ pool.

As expected, the fluorescence intensity for npq2 is considerably lower than for npq1 or WT (Fig. 3A, top right
panel). The npq2 mutant does not exhibit the reversal of quenching (i.e. the SM rise; Fig. 3D bottom panel) seen for WT and npq1 (Fig. 3D, top panels), and the intensity decreases continually, in contrast to the simulated intensity (similar to the behaviour at ‘Lo’ intensity (Fig. 3C bottom panel). The value $\tau_2$ (Fig. 5D upper left) decreases rapidly to a plateau for npq2.

Again, similar to the ‘Lo’ illumination intensity (Fig. 3C), the fluorescence intensity curve for npq2 is not well represented by the simple two-lifetime model (Fig. 3D). The simulation from the phase and modulation data predicts a decrease in intensity, in contrast to the measured intensity. At these ‘Hi’ light intensities, the value of $\tau_2$ for the npq2 mutant is essentially constant over time (Fig. 5D top left), in contrast to the same parameter for WT and npq1.

As for the ‘Lo’ intensity data, the striking difference between the measured and simulated intensity curves for npq2 is consistent with the conversion of some fluorescent Chl-protein complexes to complexes that do not contribute (either directly or indirectly) to observable changes in the fluorescence lifetime parameters. Whatever the mechanism, it is probably related to the permanent availability of zeaxanthin in npq2, which is evident from the low values of the measured intensity. The value $\tau_2$ for npq2 is also considerably lower than for WT or npq1 (Fig. 5D), and in agreement with the intensity. $\tau_2$ shows the absence of the S-to-M fluorescence rise in npq2. The rise in S-to-M fluorescence, present in WT and npq1 mutant at ‘Hi’ intensity (Fig. 3A), and observable in the rise in $\tau_2$ (Fig. 5D left panel), is somehow mechanistically blocked in the npq2 mutant. As for the ‘Lo’ intensity curves, at ‘Hi’ intensity $\tau_2$ for npq1 is somewhat longer than even for the WT (Fig. 5C), and this is further indication of the lack of zeaxanthin. Further experimentation is required to quantitatively identify and separate the physical basis of the different quenching processes.

In general, the underlying kinetic processes appear to take place more rapidly under the ‘Hi’ intensity conditions than under the ‘Lo’ intensities, as one would expect. For WT, the long time increase in $\tau_2$ acts synergistically with a constantly increasing value of $\tau_2$ (approaching a constant plateau). For npq1 the increasing intensity is due solely to an increase in $\tau_2$ (Fig. 5D), since $\tau_2$ actually decreases over this part of the transient (Fig. 5C).

The opposing progression of $\tau_1$ and $\tau_2$ during the transient is consistent with the idea of a ‘dimmer switch’ (Gilmore & Govindjee, 1999). Of course, this behaviour is inherent in our lifetime-resolved model, because we have assumed only two lifetime component pools. Therefore, if the fractional species $a_2$ increases, $a_1$ must decrease. Thus, during the slow transient at ‘Lo’ excitation intensity, fluorescent molecules in the longer lifetime pool (higher intensity per molecule) are ‘switched’ to the shorter lifetime pool (lower intensity per molecule). At ‘Hi’ light intensity there is a reversal of the ‘dimmer switch’ (Fig. 3D) for WT and npq1.

3.8.2. DCMU. The behaviour during the P-to-S transient in the presence of DCMU is radically different from the untreated samples.

Two striking observations of the DCMU data are: (1) There is no S-to-M fluorescence rise, beginning at ~50 s (Fig. 3A bottom panel) as was observed in the transient for WT and npq1 at ‘Hi’ illumination intensity (Fig. 3A top panel). This may imply that the SM transient reflects a transient reduction of QA, which DCMU abolishes. (2) The values of the fluorescence intensity, $a_2$ and $\tau_2$ are constant over the P-to-S transient for npq2 at ‘Lo’ excitation intensity (Figs 5A and B). Changes in the intensity, $a_2$ and $\tau_2$ for WT and npq1 at ‘Hi’ excitation intensity are gradual compared to the untreated samples (Figs 5C and D). The intensity for npq2 is again lower than for WT and npq1, for both ‘Hi’ and ‘Lo’ light intensities, even in the presence of DCMU; this is also true for $a_2$. This is an indication that quenching by zeaxanthin functions even when the linear electron flow is blocked by DCMU. This is perhaps due to cyclic electron flow around PSI, which as discussed earlier, is known for some systems to occur (Joliot et al., 2006). This may contribute sufficiently to the change in pH for efficient quenching by NPQ to function.

The lower fluorescence intensity of npq2 compared to WT and npq1 is less pronounced at ‘Hi’ than at ‘Lo’ light intensity (Fig. 3A, lower panels). Since DCMU partially mimics ‘Hi’ light intensity, in that QA is reduced to a greater extent in both cases, this is perhaps to be expected. However, the mechanism responsible for the delayed rise in the fluorescence (S-to-M transient), seen for untreated WT and npq1 (Fig. 3A right panel, and Fig. 3D), is apparently blocked by DCMU. Perhaps a functioning electron flow through PSII is necessary for the S-to-M rise in fluorescence. By contrast to ‘Lo’ excitation intensity, changes in fluorescence intensity, $a_2$ and $\tau_2$ are observed for npq2 at ‘Hi’ intensity (Figs 3A and 5C and D); $\tau_2$ is considerably shorter for npq2 than for WT and npq1 mutant (Fig. 5C, upper right).

The simple two-lifetime model accounts well for the measured fluorescence intensities even for npq2 (Fig. 3A, bottom panel) which emphasizes the excellent correspondence between the lifetime-resolved measurements and the steady-state intensity data using this simple two-component model in the presence of DCMU. This indicates that we are observing the major kinetic phenomena with the two-component lifetime-resolved analysis in the presence of DCMU. For instance, the deviation between the measured and simulated intensities for the untreated npq2 cells (Fig. 3C, lower panel) at ‘Lo’ light is not observed in the presence of DCMU (Fig. 3A, lower left).

At both ‘Lo’ and ‘Hi’ light intensity, we again observe a behaviour consistent with the idea of a ‘dimmer switch’, but less pronounced than in the absence of DCMU.

Further, we observe for both ‘Lo’ (Fig. 5A) and ‘Hi’ (Fig. 5C) illumination conditions that $\tau_2$ increases during the transient for WT and npq1; therefore, for these samples in the presence of DCMU the decreasing fluorescence intensity...
is due to decreasing values of \( a_2 \), not to a decreasing \( \tau_2 \). Our interpretation is the same as for untreated cells; that is, there is an exchange of molecules in the \( \tau_2 \) pool into the \( \tau_1 \) pool. Apparently, Chl molecules in the \( \tau_2 \) pool with shorter \( \tau_2 \) values become quenched (join the \( \tau_1 \) pool) more readily than those with longer \( \tau_2 \) values, also in the presence of DCMU.

3.8.3. Methyl viologen. Interestingly, at both ‘Lo’ and ‘Hi’ light intensities, methyl viologen appears to induce WT and npq1 to react almost identically (referring to intensity, \( \tau_2 \) and \( a_2 \)) during the P-to-S transient (Fig. 3B, top panel, and Figs 5A–D), whereas npq2 behaves differently. This is to be contrasted with nigericin, which induces npq1 and npq2 to behave similarly. Although both npq2 and npq1 have a dysfunctional xanthophyll cycle, npq2 has a large permanent concentration of zeaxanthin, and npq1 has none; however, WT has relatively low concentrations of zeaxanthin after dark adaptation. Methyl viologen pulls the photosynthetic system rapidly through to the end of PSI, and is expected to reduce adaptation. Methyl viologen pulls the photosynthetic system.

The lower value of \( a_2 \) for npq2 than for WT and npq1 in the presence of methyl viologen (Figs 5B and D) (as well as the lower measured intensity (Fig. 3B) is probably due to the permanent presence of larger amounts of zeaxanthin, which is missing in npq1 and low in resting WT.

The fluorescence intensity curves (Fig. 3B, top panel) during the time course of the transient proceed with similar shapes for WT, npq1 and npq2 cells, with the intensity of npq2 being lower, as expected. This is probably because methyl viologen effectively pulls the total reaction through to the end, not giving intermediates an opportunity to accumulate to the normal extent. At ‘Lo’ intensity, the \( \tau_2 \) values in the presence of methyl viologen are essentially identical for WT, npq1 and npq2 throughout the whole P-to-S transient (Fig. 5A, bottom left); they all increase only slightly and gradually. At ‘Hi’ intensity, the \( \tau_2 \) values of WT and npq1 and npq2 both increase identically (Fig. 5C, lower left) and begin with similar values as at ‘Lo’ intensity. The \( \tau_2 \) values for npq2 are slightly lower than for WT and npq1, and the increase during the P-to-S transient is somewhat less. The rate of increase in \( \tau_2 \) is markedly less for the methyl viologen treated cells than for untreated WT, npq1 and npq2 cells.

The value of \( a_2 \) decreases as the transient is traversed in all samples with methyl viologen (i.e. the proposed ‘dimmer switch’ is still active) (Figs 5B and D, lower left). At ‘Lo’ and ‘Hi’ light the shapes of the simulated intensities match well with the measured intensities (Fig. 3B, upper panel). In general, in the presence of methyl viologen the lifetime-resolved analysis with just two lifetime pools captures the major features of the long time transient.

3.8.4. Nigericin. As mentioned in the Materials and Methods, nigericin produces many changes that affect the physiology of the cells at multiple points in the photosynthetic mechanism. Therefore, the discussion below is mainly descriptive, and the interpretations are speculative. Clearly, these observations require further study in order to understand the mechanistic implications.

NPQ is expected to be strongly inhibited in plants treated with nigericin, because a proton gradient across the thylakoid membrane is necessary for the operation of the xanthophyll cycle leading to NPQ. A striking aspect of our FLIM data in the presence of nigericin is that npq1 and npq2 react almost identically at ‘Lo’ (Figs 3B and 5A and B) and ‘Hi’ (Figs 3B and 5C and D) light intensity, but are very different from the WT cells. Also, the lifetime-simulated intensities with two components capture well the major features of the measured intensities for all cases with nigericin. The S-to-M rise of fluorescence intensity (and corresponding values for \( a_2 \)) beyond 50 s, seen in the untreated WT and npq1 cells, is eliminated in the presence of nigericin (Figs 3B and 5D). Interestingly, at ‘Lo’ intensity there is a weak rise in fluorescence at longer times for npq1 and npq2 in the intensities simulated from the lifetime analysis. For the untreated cells, this rise is only found at ‘Hi’ light intensity (albeit much more pronounced). For npq1 and npq2, the initial decrease in fluorescence intensity, concomitant with a rapid decrease in \( a_2 \), is much faster than in WT. For npq1 and npq2, these changes are largely completed after about 40 s at ‘Lo’ light intensity (Fig. 5B right) and they are almost instantaneous at ‘Hi’ light intensity (Fig. 5D, right). For WT, the monotonic changes in these parameters occur over the entire time range of 250 s. At ‘Lo’ intensity, the fraction \( a_2 \) for WT is more than double the value of \( a_2 \) for npq1 and npq2, and this is also approximately true at ‘Hi’ light (Figs 5B and D). Also at ‘Lo’ light, \( \tau_2 \) hardly rises during the transient for WT (Fig. 5A); it starts at almost the same value as both npq1 and npq2. By contrast, at ‘Lo’ light \( \tau_2 \) increases considerably for npq1 and npq2 during the transient, and continues to rise much longer than the changes in either \( a_1 \) or \( a_2 \).

It is not clear why nigericin causes npq1 and npq2 to react similarly during the transient (for the fluorescence intensity, as well as \( \tau_2 \) and \( a_2 \)) and their behaviours are very different from the WT result. Perhaps this is related to the fact that in both mutants the xanthophyll cycle is not operative. The operation of the xanthophyll cycle requires the pH gradient, which is abolished by nigericin. Without nigericin the xanthophyll cycle is still operative in the WT, but not in npq1 and npq2. Perhaps the elimination of a functioning pH gradient in the presence of nigericin, in conjunction with the lack of a functioning xanthophyll cycle (npq1 and npq2), is necessary to greatly diminish the P-to-S transient. In this respect, it is interesting that in the presence of nigericin and ‘Hi’ light intensity the P-to-S transient is absent for npq1 and npq2, in contrast to the response of WT. Further, \( \tau_2 \) for both mutants does not change with time at ‘Hi’ light intensity (Fig. 5D, bottom right), as expected from the very rapid intensity changes. The continually decreasing intensity for WT, and the corresponding \( a_2 \) curve for the WT, may be due to
another mechanism besides a functioning NPQ contributing to the proposed ‘dimmer switch’.

3.9. Interpreting the polar plot in terms of three constant lifetime components

A three-lifetime model involves an exchange between individual pools of Chl species with different, but constant, lifetimes. By ‘exchange’ we do not mean a physical movement, but exchange of molecules between pools of molecules defined only by their lifetimes. Two lifetimes cannot describe the data if both lifetimes are kept constant. To test whether a model with three constant lifetimes can account for the general characteristics of the data, we have analyzed the polar plot data in terms of three constant lifetimes, and extracted the component intensity fractions as discussed in Sections 3.6.1 and 3.6.2. We choose 0.32 ns for the shortest time (Gilmore et al., 1995; Gilmore et al., 1998). For this analysis, two slower lifetimes were chosen, which remain constant throughout the P-to-S transition. The fractional intensities were extracted from the individual data points on the polar plot of the P-to-S transition, and the overall fluorescence intensity during the P-to-S transient was then compared with the measured intensity (Sections 3.6.1 and 3.6.2). We find an increase in the fraction of the fast species, and a decrease in one of the slower components whereas the other slower component increased (data not shown). The concentration of the slowest component that increases is relatively low. We have carried out this analysis for all the data: WT, npq1 and npq2, with and without DMCU, nigericin and methyl viologen. We assume global values of all the three lifetimes (that is, the same for all samples); of course, there is no guarantee that the lifetime values should be the same for all cases, but this is the simplest model. The underlying lifetimes and distributions are probably somewhat different for each cell type and for the different inhibitors.

The three constant-lifetime model accounts for the intensity data in a similar way as the simpler two-lifetime model (data not shown). However, rather than changing the longer lifetime continuously during the P-to-S transient, there is a trading of fractional species concentrations between the two longer lifetime species, as well as a decrease of the fractional species of the shorter of the two long lifetimes during the transient, leading to an increase in the species concentration of the \( \tau_1 \) pool (data not shown). The fractional intensity of the slowest time usually increases during the transient. This corresponds to the increase of \( \tau_2 \) in the two-lifetime model. The overall interpretation in terms of three constant lifetimes is similar to that of the two lifetimes with only one lifetime able to vary.

3.10. Heterogeneities of fluorescence parameters in different cells, and within cells, which affect lifetime pools

We have interpreted changes in \( \tau_2 \) from FLI measurements during the P-to-S-to-M transient in terms of lifetime pools with distributions around central lifetime values. Lifetime distributions within each observed lifetime pool could have several origins: (1) distributions inherent in the photosynthesis mechanism in each cell (this is the assumption of our interpretations); (2) the cells within an ensemble probably exist in somewhat different physiological states (especially related to their dynamic response to light) and (3) different locations in individual cells may exhibit different lifetime characteristics. We carried out series of FLI experiments on cells to explore these possibilities. In all our FLI measurements during the PSMT transient it was necessary to check whether the cells mostly showed homogeneous lifetimes. If significant differences in lifetimes were present between cells, it would have added artefacts to our lifetime analysis. The imaging experiments also showed the necessity of care and reproducibility in the preparation of the samples.

3.10.1. Comparison of swimming and resting cells: fluorescence changes. Cells kept under motion, with high mobility (see Materials and Methods), were compared with resting (motionless) cells (Fig. 6). Cells left for 1–2 h in a capillary tube in the dark reduce their mobility and tend to accumulate at the top of the tube, which has been referred to as negative geotaxis (Bean, 1977; Fornshell, 1978; Bean, 1984; Harris, 1989). Resting *Chlamydomonas* cells after being in the dark for extended periods have decreased photosynthetic activity, and they lose their variable Chl fluorescence (Govindjee and Reto Strasser, unpublished observations).

Under constant illumination, cells filled in micro-capillaries (see Material and Methods) did not stop moving even after 24 h. In darkness, the cells first showed a ‘shaking’ movement, moving only slightly about their centres. Some cells rotated, showing movement of only one flagellum. About 70% showed negative geotaxis and 30% showed positive geotaxis. After 2–5 h in the dark, all cells stopped swimming, shaking or rotating. Fig. 6A shows WT, npq1 and npq2 cells in micro-capillaries, directly after filling the cells into the capillary (swimming cells; top panels) and after 2 h in the dark (resting cells; Fig. 6B). The values \( \tau_{phase} \) and \( \tau_{mod} \) of the npq2 swimming cells are 20% shorter than the lifetimes of the WT/npq1 swimming samples (Fig. 6A) in agreement with the results presented above.

The resting cells (Fig. 6B) have reduced fluorescence intensities and reduced phase and modulation lifetimes. The fluorescence intensities for the WT and npq1 samples are reduced compared to the swimming cells by over 40%; \( \tau_{phase} \) is reduced by 70% and \( \tau_{mod} \) is reduced by 30%. On the other hand, npq2 shows only a 10% reduction in both the intensity and \( \tau_{phase} \) compared to swimming cells. Interestingly, in this case npq2 has even longer lifetimes than WT/npq1.

We conclude that both Chl a fluorescence intensities and lifetimes of *Chlamydomonas reinhardtii* depend on the physiological state of the cells. The precise physiological state of swimming or darkness-induced resting cells is unknown. Several factors are involved (Harris, 1989) : (1) negative
Fig. 6. Comparison of chlorophyll fluorescence in swimming and resting cells of *Chlamydomonas*. Signals from ensembles of cells of WT, npq1 and npq2 mutants of *Chlamydomonas reinhardtii* in micro-capillaries. Irradiance, 1400 μmol (photons) m⁻² s⁻¹. A) Top panels: swimming cells directly after filling the capillaries. Top three panels show, from left to right: fluorescence intensity, $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ images. The bottom four panels are (clockwise, starting from upper left): histograms of the intensity image, and the $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ images, and an example of the homodyne sine wave data averaged over selected pixels together with the fit. B) The same sample as in A, after 2 h in the dark (resting cells). Top three panels show, from left to right: intensity, $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ images. The bottom four panels are (clockwise, starting from upper left): histograms of the fluorescence intensity image, and the $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ images, and an example of the homodyne sine wave data averaged over selected pixels together with the fit. In the resting state, the cells display reduced intensities and lifetimes.
geotaxis; (2) cell cycle, regulated by biological timers (Donnan & John, 1983); (3) changes in cell division and (4) most importantly, differences in the bioenergetics, for example, swimming cells use ATP for motion, whereas in resting state, many biochemical reactions are not active. The cell cycle of *Chlamydomonas* seems to be regulated by what has been called an 'hourglass' category of biological timers (Donnan & John, 1983; Harris, 1989). Light and dark periods function as a stimulus for cell division commitment points and the cell cycle is regulated by photosynthetic activity. If one is subjecting a light-grown culture to overnight darkness, one will get small cells of identical size on the next day (Harris, 1989). These effects could undoubtedly contribute to heterogeneities and lifetime distributions in cellular populations, affecting any measurement of fluorescence lifetimes as well as intensities. These results stress the importance of adhering to a strict routine when preparing the samples for the FLI measurements, as we have done.

### 3.10.2. Fluorescence lifetime images of single cells: Lifetime heterogeneity between and on single chloroplasts

#### 3.10.2.1. $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ values are usually homogeneous within each cell, but can change over time. FLI measurements of single cells immobilized on a thin film of agar were carried out. Five minutes of dark adaptation before each measurement was allowed, and FLI images were acquired at different times following illumination (Fig. 7). The lifetimes are in general homogenous over the single chloroplasts and identical between most chloroplasts. The fluorescence intensity, $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ do not change significantly in 23 min for most cells. However, significant changes are observed for some cells, demonstrating changes in the fluorescence lifetimes of Chl *a* with time, and that the lifetimes as well as the changes in lifetimes are not always identical for all cells. We did not investigate the frequency of this occurrence, because it happened only rarely (less than 1%).

#### 3.10.2.2. Fluorescence lifetime imaging measurements are critical for interpreting fluorescence intensity measurements. There are large variations in fluorescence intensities between cells, but the distributions of $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ are quite homogeneous throughout the cells in contrast to the intensities (Fig. 8A and 8B). The large intensity variations are probably due to variations in concentration of Chl in different cells. This is an important observation. In general, unlike intensity measurements, lifetime measurements are not dependent on the excitation intensity, or the concentration of a fluorophore, in solution experiments. So any changes in lifetimes are due to environmental changes in the cells. Without the lifetime-resolved measurements, it would be impossible to interpret the intensity differences between the living cells as being mainly due to different Chl concentrations in individual cells. In our experiments with photosynthetic systems, values of fluorescence lifetimes are not in general dependent on small changes of excitation intensities, if these intensities do not vary too greatly. For instance, changing the excitation by 50% did not change $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$. Therefore, the lifetime values do not depend on the illumination profiles (Fig. 8).

However, for photosynthetic samples, differences in the excitation intensity are convoluted with the rates of photosynthetic reactions and other physiological processes. Because these physiological changes depend on the level of the irradiation, it is essential that the illumination intensity be carefully monitored so that different samples can be compared. Longer lifetimes have been observed for ‘Hi’ excitation intensities (Briantais *et al.*, 1972); this is due to a greater fraction of closed reaction centres, which reduces the rate constant of photochemistry.

![Fig. 7](image-url)

**Fig. 7.** Homogeneity of $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ images with large variance of the Chl *a* fluorescence intensities. Images of Chl *a* fluorescence parameters from multiple single cells of WT immobilized on an agar film. Panels are from left to right: intensity, and apparent single lifetimes calculated from the phase ($\tau_{\text{phase}}$) and the modulation ($\tau_{\text{mod}}$). The heterogeneity of the fluorescence intensity is not seen in the lifetime images. This shows that the intensity variance in the cells is due to differences in the concentration of Chl. For a size calibration, the average linear dimensions of WT *Chlamydomonas* cells are between 6.5 and 8 μm (Craigie & Cavalier-Smith, 1982; Bradley & Quarmby, 2005).
Fig. 8. Inter-cellular heterogeneities measured at two different intensities of excitation. Lifetime of Chl a fluorescence in single cells of *Chlamydomonas reinhardtii* measured at two different intensities of excitation: A: 390 μmol (photons) m$^{-2}$ s$^{-1}$ and B: 2460 μmol (photons) m$^{-2}$ s$^{-1}$. Shorter lifetimes are found at the 'Hi' excitation intensity. WT cells on agar film; total irradiation time 1.96 s (at the P-level). In both A and B, the top three images are from left to right: the fluorescence intensity, $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$. The bottom four panels are (clockwise, starting from upper left): histograms of the intensity image, and the $\tau_{\text{phase}}$ and $\tau_{\text{mod}}$ images, and an example of the homodyne sine wave data averaged over selected pixels together with the fit. For a size calibration, the average linear dimensions of WT *Chlamydomonas* cells are between 6.5 and 8 μm (Craigie & Cavalier-Smith, 1982; Bradley & Quarmby, 2005).
At very high light intensities approaching sunlight (>2000 μmol photons m⁻² s⁻¹) photoinhibition (Adir et al., 2003; Osmond & Forster, 2006) sets in, and thus, the quantum yield of fluorescence is expected to decrease. Indeed, we observe a shortening of the lifetimes with increasing irradiation intensities as mentioned for the fluorescence lifetime transients above. This trend (shortening of lifetimes upon increasing the excitation intensity to that of normal sunlight) is also seen in measurements with single cells (Fig. 8) comparing different excitation intensities. The shortened lifetime values are, in all likelihood, due to photoinhibition at such high intensities.

4. Concluding remarks

In this paper, we have introduced real time, rapid FLI measurements to investigate the fluorescence response during the P-to-S-to-M transient in a photosynthetic system. Lifetime-resolved differences in the Chl a fluorescence between WT and xanthophyll-cycle mutants npq1 and npq2 of *Chlamydomonas reinhardtii* were investigated. The fluorescence lifetime transients show that changes in the P-to-S-to-M fluorescence transient of *Chlamydomonas reinhardtii* correlate with changes in the population distribution of fluorophores between at least two different lifetime pools. Also the lower fluorescence intensities of the npq2 mutant, which has a larger permanent concentration of zeaxanthin than either WT or npq1, are associated with shorter lifetimes, indicating dynamic quenching of excited Chl by zeaxanthin, probably by FRET.

Lifetime-resolved images of cells were carried out at peak fluorescence (P level) and during the P-to-S-to-M transient. All samples of WT, npq1 and npq2 cells showed a decline during the transient to the S level. For WT and npq1 cells, without treatment by inhibitors, this decline was followed by a rise to ‘M’ level at ‘Hi’ light intensities. This rise in the measured fluorescence intensity was not observed in any of the cells treated with DCMU, nigericin or methyl viologen. Rapid FLI measurements were necessary to determine the fluorescence lifetimes during this so-called Chl a fluorescence transient.

FLI data were acquired with and without the addition of DCMU (an inhibitor of electron flow), methyl viologen (an efficient electron acceptor) and nigericin (a dissipater of proton gradient); further, we made comparisons of the WT and the npq1 and npq2 mutants. We have discussed these results in light of the known physiological effects of these inhibitors. We were able to simulate the major attributes of the measured intensities for most samples from the lifetime-resolved parameters, using a two-lifetime component model. For npq2 samples without treatment with inhibitors, discrepancies between the measured fluorescence intensities and fluorescence intensities simulated from the lifetime analysis indicate additional kinetic processes during the slow transient. These dark processes were not detected in the fluorescence lifetime data. Due to the possible existence of cyclic electron flow around PS I and interaction with respiration, both NPQ and state transitions may continue to exist even with these chemicals present.

The two-component analysis of possible lifetime compositions during the transient shows that the reduction of the fluorescence intensity can be interpreted as an increase in the fraction of a short lifetime component, at the expense of the faster decaying fraction of a slower lifetime τ₂ pool of Chls. During the P-to-S transient, values of τ₂ increased concomitantly with decreasing values of the corresponding fractional species concentration a₂ and decreasing fluorescence intensity. This is interpreted in terms of a broad distribution of lifetimes centred around τ₂. The fraction of fluorophores in the τ₂ lifetime pool with shorter lifetimes exchange more readily with the τ₁ pool than the slower τ₂ components. This indicates that those molecules in the τ₂ pool which are already partially quenched are more readily transferred to the τ₁ pool during the P-to-S-to-M transient.

Fluorescence measurements of individual cells in images with multiple cells, which have been prepared identically, show significant intracellular heterogeneous fluorescence intensities. However, FLI analysis shows that the major intensity differences between cells are due to different concentrations of Chl molecules in the different chloroplasts; the lifetimes are usually (not always) the same in different cells of identical preparations. However, the lifetimes depend significantly on the physiological states of the cells (e.g. resting or swimming).

A major conclusion of our work is the notion that the distribution of Chl a emitters in the peripheral antennae of *Chlamydomonas reinhardtii* cluster within at least two populations, which are defined by two lifetime pools; one lifetime pool with a slower τ₂ and one with a faster τ₁.
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